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Abstract 

We introduce a two stage image demosaicking method for 
Bayer color filter array (CFA) images. Pixel interpolation using a 
Bayesian and/or SVM classifier is followed by renegotiation of the 
interpolated image with an auto-correlation function (ACF), which 
is applied to the distribution of edge strengths at each pixel of the 
interpolated image. This second stage can also be used to post-
process images produced by other demosaicking methods. 
Experimental results obtained with the Kodak PhotoCD benchmark 
show that our method shows enhanced edge and texture details and 
when compared with three other methods 

1. Introduction  
Almost all digital cameras now use a color filter array (CFA) 

so that each element of the image sensor acquires the intensity of a 
single primary color. The red, green and blue panes of the CFA are 
commonly arranged in a Bayer pattern. Demosaicking is then 
required to construct an image with full-color pixels from the Bayer 
data. In spite of long-standing efforts to obtain the better result for 
the demosaicking, this problem is still challenging due to large 
missing information of pixels on three color panes. 

A large number of methods have been proposed to obtain the 
color components at each pixel from the Bayer data: they have been 
surveyed by Menon and Calvagno [1] who categorized algorithms 
as heuristic methods, direction interpolation, frequency domain 
approaches, wavelet-based methods, reconstruction approaches, and 
joint demosaicking. They also compared results from 12 algorithms 
in terms of PSNR, using image from the Kodak PhotoCD dataset [2]. 

Pekkucuksen and Altunbasak [3] put forward a gradient-based 
CFA interpolation algorithm, using adaptive filtering to interpolate 
the missing color data with subsequent post processing. Wang et al. 
[4] developed an adaptive demosaicking algorithm that finds both 
non-local similarity and local correlation (NLS-LC) in a CFA image. 
A patch-based correlation measurement is then used to choose the 
most similar color distribution from elsewhere in the image to 
replace the missing color data. Hu et al. [5] proposed a graph-based 
regularization framework for demosaicking in which an image is 
considered to smooth signal, and a weighted graph is constructed 
which replacements the similarity between adjacent pairs of pixels. 
Learning based approaches have also been used to interpolate 
missing pixel data. For example, He et al. [6] proposed a self-
learning method using that uses support vector regression with an 
image pyramid. This method avoids the need for prior knowledge, 
unlike typical learning techniques. 

More recently, Duran and Buades [7] tackled state-of-art 
demosaicking algorithms, which could raise interpolation artifacts, 
considering inter-channel correlation locally selecting the best 
interpolation direction. To reduce the interpolation artifacts, they 
introduced an algorithm using nonlocal image self-similarity when 
local neighbor has ambiguous local geometry. Monno et al. [8] used  

 
Figure 1. An example of the Bayer pattern 

 
an iterative framework exploiting residual interpolation (RI) which 
performs the interpolation in a residual domain. They adaptively 
applied the combined RI algorithms at each pixel based on adjusting 
iteration number.  Learning based post-processing for demosaicked 
images is developed by Wu et al. [9] using adjusted anchored 
neighborhood regression. This post-processing method embedded 
prior information from the training images and the outputs of the 
demosaicking method of choice into learned linear regressors. They 
effectively reduced the color artifacts from demosaicked images at 
test using IMAX and Kodak datasets. 

Several researchers who have implemented image 
demosaicking algorithms have released the source code [10, 11, 12, 
13, 14, 15] to techniques to be compared. These algorithms have 
been based on many different techniques including the use of edge 
and color difference information [10], non-local sparse models [11], 
alternating projection [12], contour stencils [13], adaptive 
thresholding [14], and de-multiplexing using least-squares fitting 
[15]. 

In this paper, we propose a two-stage algorithm for image 
demosaicking which combines machine learning technique with the 
use of an auto-correlation function (ACF) from Bayer pattern 
(shown in Fig. 1). In the first stage, features are extracted from the 
image which determines spatial directions for interpolating missing 
color data, and then two classifiers are calculated: one using 
Bayesian theorem and the other a support vector machine (SVM), 
which is trained using on images of real scenes. Interpolation is 
performed using a method similar to that of Lu [16]. The second 
stage involves renegotiation the color at each pixel by analyzing the 
edge strength in each color channel, by means of [17]. 

The remainder of this paper is arranged as follows. In Section 
2, we present our Bayesian and SVM classifier and their training, 
and in Section 3 we show how ACFs are used to renegotiate pixel 
value in the interpolated image. Experiments obtained with the 
Kodak PhotoCD benchmark dataset are presented in Section 4. 
Conclusions and suggestions for future work are given in Section 5. 
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2. Learning based Image Demosaicking 
To interpolate the missing color data at each pixel of an input 

image determined using a Bayer pattern 𝐼𝐵 ∈ ℕ𝑚×𝑛 , we develop 
learning-based spatial interpolation methods with Bayesian or SVM 
frameworks. Figure 1 shows an example of the Bayer pattern used 
in color filter array. Given a sample Bayer pattern 𝐼𝐵, our classifier 
determines pixel colors by horizontal, vertical and diagonal 
interpolation, using a feature vector 𝐱 = [𝑥1, 𝑥2, 𝑥3, 𝑥4]𝑇, so that: 

 
𝐱𝑔,𝑏 = [𝑔𝑗+1,𝑖 − 𝑔𝑗−1,𝑖 , 2𝑏𝑗,𝑖 − 𝑏𝑗+2,𝑖 − 𝑏𝑗−2,𝑖 , 𝑔𝑗,𝑖+1 − 𝑔𝑗,𝑖−1, 2𝑏𝑗,𝑖

− 𝑏𝑗,𝑖+2 − 𝑏𝑗,𝑖−2]
𝑇

, 
𝐱𝑔,𝑟 = [𝑔𝑗+1,𝑖 − 𝑔𝑗−1,𝑖 , 2𝑟𝑗,𝑖 − 𝑟𝑗+2,𝑖 − 𝑟𝑗−2,𝑖 , 𝑔𝑗,𝑖+1 − 𝑔𝑗,𝑖−1, 2𝑟𝑗,𝑖

− 𝑟𝑗,𝑖+2 − 𝑟𝑗,𝑖−2]
𝑇

, 
𝐱𝑟,𝑏 = [𝑟𝑗+1,𝑖+1 − 𝑟𝑗−1,𝑖−1, 2𝑏𝑗,𝑖 − 𝑏𝑗+2,𝑖+2 − 𝑏𝑗−2,𝑖−2, 𝑟𝑗+1,𝑖−1

− 𝑟𝑗−1,𝑖+1, 2𝑏𝑗,𝑖 − 𝑏𝑗−2,𝑖+2 − 𝑏𝑗+2,𝑖−2]
𝑇

, 
𝐱𝑏,𝑟 = [𝑏𝑗+1,𝑖+1 − 𝑏𝑗−1,𝑖−1, 2𝑟𝑗,𝑖 − 𝑟𝑗+2,𝑖+2 − 𝑟𝑗−2,𝑖−2, 𝑏𝑗+1,𝑖−1

− 𝑏𝑗−1,𝑖+1, 2𝑏𝑗,𝑖 − 𝑟𝑗−2,𝑖+2 − 𝑟𝑗+2,𝑖−2]
𝑇

, 
𝐱𝑟,𝑔 = [𝑟𝑗+1,𝑖 − 𝑟𝑗−1,𝑖 , 2𝑔𝑗,𝑖 − 𝑔𝑗+2,𝑖 − 𝑔𝑗−2,𝑖 , 𝑟𝑗,𝑖+1 − 𝑟𝑗,𝑖−1, 2𝑔𝑗,𝑖

− 𝑔𝑗,𝑖+2 − 𝑔𝑗,𝑖−2]
𝑇

, 
𝐱𝑏,𝑔 = [𝑏𝑗+1,𝑖 − 𝑏𝑗−1,𝑖 , 2𝑔𝑗,𝑖 − 𝑔𝑗+2,𝑖 − 𝑔𝑗−2,𝑖 , 𝑏𝑗,𝑖+1 −

𝑏𝑗,𝑖−1, 2𝑔𝑗,𝑖 − 𝑔𝑗,𝑖+2 − 𝑔𝑗,𝑖−2]
𝑇

,                                                           (1) 
 
where the first subscript is the intensity of the interpolating color 
pixel, and the second subscript is the intensity of the input color 
pixel. 𝑟, 𝑔 and 𝑏 are the red, green and blue intensities of a pixel at 
(𝑗, 𝑖). Six types of feature vectors, based on the Bayer pattern, are 
extracted from a set of training images ℐ ∋ {𝐼𝑡,1, 𝐼𝑡,2, … , 𝐼𝑡,𝑛} to train 
both the Bayesian and SVM classifiers. We use a training of 𝑛 
images, which are not taken from the Kodak PhotoCD dataset. We 
rejected feature vectors with any zero elements to exclude situations 
that features are extracted from flat area. 

We use an interpolation formula similar to that used by Lu [16], 
except that any does not require weights to be applied to the input 
color values: 

 

𝑔(𝑏)𝑗,𝑖
𝐻 =

𝑔𝑗+1,𝑖 + 𝑔𝑗−1,𝑖

2
+

2𝑏𝑗,𝑖 − 𝑏𝑗+2,𝑖 − 𝑏𝑗−2,𝑖

4
, 

𝑔(𝑏)𝑗,𝑖
𝑉 =

𝑔𝑗,𝑖+1 + 𝑔𝑗,𝑖−1

2
+

2𝑏𝑗,𝑖 − 𝑏𝑗,𝑖+2 − 𝑏𝑗,𝑖−2

4
, 

𝑟(𝑏)𝑗,𝑖
45°

=
𝑟𝑗+1,𝑖+1 + 𝑟𝑗−1,𝑖−1

2
+

2𝑏𝑗,𝑖 − 𝑏𝑗+2,𝑖+2 − 𝑏𝑗−2,𝑖−2

4
, 

𝑟(𝑏)𝑗,𝑖
135°

=
𝑟𝑗+1,𝑖−1 + 𝑟𝑗−1,𝑖+1

2
+

2𝑏𝑗,𝑖 − 𝑏𝑗+2,𝑖−2 − 𝑏𝑗−2,𝑖+2

4
,       (2) 

 
where 𝑔(𝑏)𝑗,𝑖

𝐻  interpolates the green channel intensity in the 
horizontal direction at the pixel at (𝑗, 𝑖), which is covered by a blue 
panes of the Bayer filters. The other interpolates 𝑔(𝑟)𝑗,𝑖

𝐻 , 𝑔(𝑟)𝑗,𝑖
𝑉 , 

𝑏(𝑟)𝑗,𝑖
45°

, 𝑏(𝑟)𝑗,𝑖
135°

, 𝑟(𝑔)𝑗,𝑖
𝐻 , 𝑟(𝑔)𝑗,𝑖

𝑉 , 𝑏(𝑔)𝑗,𝑖
𝐻 , and 𝑏(𝑔)𝑗,𝑖

𝑉  deals with 
other situations that occur on the Bayer pattern in a similar way. 
Figure 2 shows the four different cases for the missing pixel 
interpolation and grey pixels in 5 by 5 local region are to be 
interpolated two color pixel values. 
 If we consider the feature vector 𝐱 to be a Gaussian random 
vector 𝐱~𝑁(𝛍, 𝚺), then Bayesian quadratic decision functions are 
expressed by the following equations: 
 
 

 
Figure 2. Four different cases of for missing pixel interpolation. Grey pixels 
indicate the target pixel that would be interpolated in 5 by 5 local region. 
 
1

2
(𝐱 − 𝛍𝐻)𝑇𝚺𝐻

−1(𝐱 − 𝛍𝐻) −
1

2
(𝐱 − 𝛍𝑉)𝑇𝚺𝑉

−1(𝐱 − 𝛍𝑉) ≶ 𝜂, 
1

2
(𝐱 − 𝛍45°)𝑇Σ45°

−1 (𝐱 − 𝛍45°) −
1

2
(𝐱 − 𝛍135°)𝑇𝚺135°

−1 (𝐱 − 𝛍135°)

≶ 𝜂,                                                                       (3) 
 
where 𝛍 =

1

𝑁
∑ 𝐱𝑠

𝑁
𝑘=1  is a mean of all 𝑁 random vectors, 𝑁 is the 

total number of feature vectors, 𝚺 =
1

𝑛−1
∑ (𝐱𝑠 − 𝛍)(𝐱𝑠 − 𝛍)𝑁

𝑘=1
𝑇 is 

their covariance matrix, 𝜂 =
1

2
ln

|𝚺|𝑃1
2

|𝚺|𝑃2
2 is the decision constant, and 

𝑃1 and 𝑃2 are the prior probabilities, that are set to 0.5. 
 We built a second classifier using the SVM framework from 
the same feature vector 𝐱 . This is binary class classifier that 
determines the direction of interpolation, and uses maximum margin 
criterion [15]: 
 

max
𝛼

𝐿(𝛼) = ∑ 𝛼𝑖

𝑁

𝑖=1

−
1

2𝜆
∑(

𝑁

𝑖=1

𝛼𝑖𝑦𝑖)(𝛼𝑗𝑦𝑗)𝐾(𝐱𝑖 , 𝐱𝑗), 

s. t. 𝐲𝛂 = 0, 0 ≤ α𝑖 ≤
1

𝑁
,                                                             (4) 

 
where 𝛼  is the Lagrange multiplier, 𝜆  is regularization 
parameter, 𝑦 ∋ {−1,1}  is the class variable for the binary 
classification. 
 We can now obtain an interpolated color image 𝐼 ∈ ℕ𝑚×𝑛×3 
by applying these two classifiers to the interpolation formula at 
every pixel. 

3. Auto-correlation function (ACF) analysis 
The second stage of our algorithm uses an auto-correlation 

function to extract the directional strength of any edge that may be 
present at a pixel in each color channel. We use edge strength 
determining renegotiation weights to update the intensity of every 
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pixel in every color channel in the interpolated color image 𝐼. We 
extract a structure tensor 𝐴 at each pixel (𝑖, 𝑗), using a technique 
similar to an existing method of [17]. 
 

𝐴𝑟 = ∑ ∑ 𝑤(𝑗, 𝑖) [
𝐼𝑥

2 𝐼𝑥𝐼𝑦

𝐼𝑥𝐼𝑦 𝐼𝑦
2 ]

𝑛

𝑖=1

≈ [
𝜆1 𝑐1

𝑐2 𝜆2
] 

𝑚

𝑗=1

                             (5) 

 
where 𝑟 is a color channel, 𝑤 is a Gaussian weight function, 𝐼𝑥 and 
𝐼𝑦  are one-dimensional derivatives of pixel intensity in a certain 
color channel at (𝑗, 𝑖), and 𝜆1  and 𝜆2 constants which express the 
directional strength of any edge at (𝑗, 𝑖). Similar equations can be 
formulated for the blue and green channels.  

We also define formulas for the renegotiation of pixel intensity, 
which are a development of Lu’s interpolation method [16], in 
which the constants 𝜆1  and 𝜆2  are normalized weights. The 
following formula 𝑓𝑗,𝑖,𝑟 applies to the red channel at pixel (𝑗, 𝑖). 
 

𝑓𝑗,𝑖,𝑟 =
𝜆1

𝜆1 + 𝜆2
[
𝑟𝑗+1,𝑖 + 𝑟𝑗−1,𝑖

2
+

𝜅1

8
(2𝑔𝑗,𝑖 − 𝑔𝑗+2,𝑖 − 𝑔𝑗−2,𝑖)

+
𝜅2

8
(2𝑏𝑗,𝑖 − 𝑏𝑗+2,𝑖 − 𝑏𝑗−2,𝑖)]

+
𝜆2

𝜆1 + 𝜆2
[
𝑟𝑗,𝑖+1 + 𝑟𝑗,𝑖−1

2

+
𝜅1

8
(2𝑔𝑗,𝑖 − 𝑔𝑗,𝑖+2 − 𝑔𝑗,𝑖−2)

+
𝜅2

8
(2𝑏𝑗,𝑖 − 𝑏𝑗,𝑖+2 − 𝑏𝑗,𝑖−2)]                        (6) 

 
where 𝜅1 and 𝜅2 are regularization parameters which respectively 
adjust the effect of green and blue pixel intensities. The formulas for 
𝑓𝑗,𝑖,𝑔  and 𝑓𝑗,𝑖,𝑏  are similar. This ACF analysis can be used in 
conjunction with other demosaicking methods. 

4. Experimental results 
We performed experiments with the Kodak PhotoCD 

benchmark dataset, which consists of 24 images of real scenes, such 
as these shown in Figure 3. We trained the Bayesian and SVM 
classifiers on 15 images of real scenes, such as these in Figure 4, 
which were not taken from the Kodak dataset. After training the 
SVM classifier using the training dataset and the six types of feature 
vectors, we improve SVM parameters by grid optimization [18]. 
The regularization parameter 𝜆 and kernel parameter a gamma 𝑔 for 
RBF kernel function are respectively set to 100 and 0.1. To test 
second, renegotiation step, we optimized the parameters which 
control the relative contribution of different color channels in the 
interpolation such as both 𝜅1 and 𝜅2 to 0.4. 

We compared our algorithm with three state-of-the algorithms 
identified [1]. These methods are iterative demosaicking using 
weighted-edge and color-difference (IDWC) [10], alternating 
projection (AP) [12], and nonlocal adaptive thresholding (NAT) 
[14]. Figure 5 and 6, showing the original image, two images 
processed by our algorithm, and competing algorithms, allows 
qualitative assessment of the results: Highly textured regions, e.g., 
wooden surface, waves on water surface, repetitive window patterns, 
grass, and feathers, show noticeable enhancement of texture details 
where the gray-level values have more variability without distorting 
the intensity patterns seriously.  

5. Conclusion 
 We proposed a two-stage method for demosaicking: the first  

 
Figure 3. Examples of images from the Kodak dataset. 

 

 
Figure 4. Examples of training images. 

 
stage uses a classifier trained on images, and the second stage 
involves post-processing by renegotiate pixel in intensities all 
channel of the interpolated image. We have shown that our learning-
based demosaicking followed by channel intensity renegotiation 
using ACF achieved encouraging results in terms of edge and 
texture enhancement. 
 In the future, we plan to examine improved interpolation 
formulas which reflect the intensity distribution of each color 
channel as a way that corresponds more precisely to the layout of 
the Bayer filters. Further, since our method is more focused in 
enhancing textures and edges in images, our method can be 
combined with a segmentation method in order to locally enhance 
highly textured regions. 
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Figure 5. Portion of five different Kodak PhotoCD benchmark images, no. 2, 3, 5, 7, and 24: (a) original image, (b) iterative demosaicking using weighted-edge and 
color-difference (IDWC), (c) alternating projection (AP), (d) nonlocal adaptive thresholding (NAT), (e) proposed method with Bayesian classifier, and (f) proposed 
method with SVM classifier. Proposed methods provide better detail texture or pattern of rigid objects and structures in demosaicked images. 
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