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Abstract
This paper proposes an approach to employing the gradien-

t magnitude in computing EOH descriptors. EOH has a better
matching performance than SIFT (scale invariant feature trans-
form) on multispectral images but does not utilize the gradient
magnitude. In EOH, every edge pixel has the same contribution
to the orientation histogram, which suppresses the usage of gra-
dient magnitude. Observing this, we propose utilizing gradient
magnitude with a logistic sigmoid function. The gradient mag-
nitude of a pixel serves as the input to a sigmoid function, and
the output is used as the weight of the pixel. Experimental results
show that the proposed approach performs more robustly than the
original EOH on multispectral images.

Introduction
Image registration has been widely applied in computer vi-

sion. The applications of registration include stereo vision, 3D
scene reconstruction, and human activity recognition, etc. In med-
ical field, with medical image registration doctors can find spatial
mapping of corresponding anatomical or function of structures a-
mong images. In military field, radar image registration technique
can help detect sensitive changes in battlefield.

Image registration methods are classified as two kinds: area-
based and feature-based. Area-based methods choose a similarity
metric and maximize it to find parameters of transformation func-
tions. Feature-based methods often include three steps: keypoint
detection, keypoint description, and match with discriptors. The
matching ability of descriptors is measured with the repeatabil-
ity and distinctiveness, and in practice a trade-off is often made
between them.

On single-spectral images, as a feature-based method,
SIFT [1] and its variants with post processing techniques (e.g.,
RANSAC) have witnessed many successful applications. The
keypoint is defined to be the extrema of the difference of Gaus-
sians (DOG). The local gradient pattern around a keypoint with
respect to an assigned main orientation is computed as its descrip-
tor. Bay et al. [2] proposed SURF (Speeded-Up Robust Features).
SURF has the same repeatability and distinctiveness as SIFT but
is computed faster than SIFT.

Recently, multispectral image registration became an attrac-
tive research topic since they provide a rich representation of
scene richer [3]. From different spectral images, we can acquire
different information. But on multispectral images, SIFT descrip-
tors generate few correct mappings, since on multispectral image,
intensities are not linearly relate, so we can not use the algorithms
based on intensity gradient magnitude directly.

Saleem and Sablatnig [4] proposed DE-SIFT that computes
descriptors using differential excitation gradient. DE-SIFT out-

performs SIFT on image pairs of a visible image and a near in-
frared image. Chen et al. [5] proposed LC-SIFT that use local
contrast gradient magnitude to improve the performance of SIFT
in multisensor images registration. Dellinger et al. [6] proposed
SAR-SIFT for SAR images. SAR-SIFT uses a new gradient com-
putation method, gradient by ratio (GR), which is robust to speck-
le noise so that it performs better on SAR images than SIFT. Since
on mutlispectral images, gradient orientation can reversed in some
cases, Yi et al. [7] proposed GOM-SIFT that limits the gradient
orientation from [0,2π) to [0,π) to solve the problem.

When computing descriptors, SIFT and other SIFT-like algo-
rithms use all the pixel surrounding keypoints. Recently, edge ori-
ented histogram (EOH) [8] was proposed that utilizes only edge
pixels and 5 bins for computing descriptors. Compared with SIFT,
edge pixels is more stable than the other pixels on multispectral
images, so EOH has a better matching performance on multispec-
tral images than SIFT. But EOH does not consider the gradient
magnitude of keypoints although the magnitude is not the same
in different domain. In this article, we will assign the gradient
magnitude to the EOH descriptor to improve its accuracy.

Proposed Method
A new EOH descriptor algorithm that makes use of keypoint

gradient magnitude based on image quality was developed to fur-
ther improve the accuracy of EOH. The original EOH algorithm
uses the canny operator [9] to get the edge pixel and then com-
pares the filters result at each edge pixel through the following
five Sobel operators. These Sobel operators correspond to the
0◦,45◦, 90◦, 135◦, and non-direction as shown in Fig. 1. The fil-
ters shown in Fig. 1(a), Fig. 1(b), Fig. 1(c), and Fig. 1(d) are
called direction Sobel operators, while the one shown in Fig. 1(e)
is called non-direction Sobel operator.
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Figure 1. The five sobel operators used in [8, 10]. The filters compute

directional derivatives in 0◦, 45◦, 90◦, 135◦, and non-direction. (a), (b), (c),

and (d) are called direction filters, and (e) called non-direction filter.

The five operators could give an idea of the strength of the
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gradient in five particular directions by using equation (1),

Gi(x,y) = Sobeli ∗ Ic(x,y), i ∈ [1,5]. (1)

After comparing these five filter result, the maximal value will
contribute 1 to the keypoint. For example, if the filter re-
sult of a edge pixel is (8,10,11,13,11), the descriptor vector is
(0,0,0,1,0). As the surrounding area of a keypoint is designat-
ed as a small 4∗4 part, the descriptor vector of one keypoint has
4∗4∗5 = 80 components. Fig. 2 shows 4×4 region divisions of
a infrared image and the Edge orientation histogram for 5 orienta-
tions. The steps of the proposed algorithm is listed in Algorithm
1.

(a) 4 × 4 region divi-
sions

(b) Edge Orientation
Histogram

Figure 2. Edge orientation histogram of the infrared image. 2(a) the 4× 4

region divisions of a infrared image and 2(b) the Edge orientation histogram

for 5 orientations: vertical, horizontal, diagonals and non-directional [11].

From the original computation method of EOH, we can learn
that the gradient magnitude of pixels are treated as the same. It
merely considers the main direction of gradient to decide which
bin the pixel belong to. Keypoint gradient magnitude G(x,y) can
be calculated as equation (2),

G(x,y) =
√

Gx(x,y)2 +Gy(x,y)2, (2)

it contains so much information that can improve the accuracy of
keypoint matching, which have not been used by the original EO-
H. Simultaneously, gradient magnitude behaves unstable enough
on multispectral image, which deserves great attention to. There-
fore, we are supposed to operate regularization before using to
avoid the deviation from the nonlinearity of gradient magnitude
on multispectral image. Meanwhile, compared to high quality
visible images, infrared images vary in their quality. For the low
ones, noise will have great impact on gradient magnitude. As re-
sult, we make classification on image, construct EOH descriptors
with adopting different stairs of gradient magnitude as well as op-
erate enhancement on worse images.

Quality Classification on Image
Main factors which have impact on image quality are opti-

cal distortion, aliasing, motion blur and noise, among which first
three ones influence on Point-Spread Function [12]. Hence the
magnitude of PSF (Point-Spread Function) could measure quali-
ty of image. As known from [13], blurred edge width of image
equals the diameter of Point-Spread Function in that direction.
Thus the practice is detecting image’s straight line edge with Can-
ny operator and Hough transformation [14], then sampling sever-
al points Pi, i = 1,2, . . . ,N evenly on the edge, get Slice SPi whose
normal direction is perpendicular to edge’s tangent and use bilin-
ear interpolation algorithm to figure out the pixel value, as shown

in 3(a). To eliminate interference from noise, we take average of
pixel value corresponding in different segments of the same direc-
tion after normalizing them. Eventually, we count the distance DPi

between the maximum and minimum for SPi and take the largest
one as the Point-Spread Function diameter of image, as shown in
3(c).

(a) Slice (b) Curve Fitting (c) Diameter of blur k-
ernel

Figure 3. Estimate the diameter of the Point-Spread Function. 3(a) a slice

extracted from the infrared image, 3(b) the curve fitting of slice and 3(c) the

differential of 3(b). We can easily get the Diameter of blur kernel from 3(c).

Algorithm 1: The steps of original EOH algorithm
Input: Image Ic(x;y) to be registered.
Output: EOH descriptor for each keypoint.

1 Use the Canny detector to extract edges from the image;
2 Detect Sift feature points from image, denoted by KPi,

i = 1, . . . ,Ns;
3 for i = 1 : Ns do
4 Extract an area with point KPi as center, 40 as edge

length;
5 Divided the region into 4×4 region divisions;
6 for each region do
7 Extract edge pixels from the result of Canny

which denoted by EPi, i = 1, . . . ,N;
8 for j = 1 : 5 do
9 Calculate the strength of the gradient by

using Sobel operators:
G j

EPi
(x,y) = Sobel j ∗ IEPi(x,y);

10 GEPi(x,y) = max(G j
EPi

(x,y), j ∈ [1,5]);
11 GEPi(x,y) contribute 1 to the 1×5 descriptor

vector of KPi;

12 With combining 16 regions’ 1×5 descriptors vector
orderly, we construct a 1×80 descriptor vector for
KPi.

13 return the descriptor vectors of KPi, i = 1, . . . ,Ns;

Finally, we classify images into 3 sets, among which low
quality images DPi range from 10 to 15, the mid ones range from
5 to 10 and the high ones under 5.

Image enhancement
The low quality image enhancement, consists of the gray bal-

ance and Wiener filter, is operated for better detection of SIFT
keypoints and straight line edge in infrared images [15]. As
known to all that infrared image appears to be dark, gray his-
togram of it will collapse into a narrow section, which could
influence on feature extraction. Thus gray balance operation
which deallocates the pixel value of images is needed for a well-
proportioned histogram. As for the gray balance, we assume
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I(x;y) is the observed image, it can be amended to get Ic accord-
ing to equation (3),

Ic(x,y) = Iblack +(I(x,y)− Imin)×
Iwhite− Iblack

Imax− Imin
. (3)

Simultaneously, the image get exposed to noise deviation for
dimness of infrared light when imaging. In that case, Wiener filter
with Gaussian blur kernel, whose radiometer values 3 and σ is
0.7, is employed on low quality infrared images to reduce impact
of noise and recover what the original appearance of images. Fig.
4 shows the result of image enhancement.

(a) original image (b) image enhancement

Figure 4. Low quality image enhancement. 4(a) the original low quality

image and 4(b) the result of image enhancement, which consists of the gray

balance and Wiener filter.

Adopt gradient magnitude to EOH descriptor
In fact, the gradient magnitude is not the same although EO-

H simply uses edge pixels. It will limits the effect of EOH. While
at the same time, we could not ignored that gradient magnitude
is not stable on multispectral images, as these images are gener-
ated by different sensors, which have varied principles, shown in
Fig. 5. So before we employ the gradient magnitude, we must
normalized them to reduce the influence caused by the variance
of gradient magnitude. Firstly, we can perform sigmoid on each
gradient magnitude GPi , and then quantify it according to sever-
al grades. In the surrounding of each salient point candidate, we
normalized GPi as equation (4),

GnormPi
=

GPi −Gmin

Gmax−Gmin
. (4)

And it deserves great attention to the details of sigmoid uti-
lization, as the below equation (5),

Sigmoid(GnormPi
) =

1

1+ e−GnormPi

. (5)

As mentioned before, the images are classified into three classes,
say the low, mid and high, by quality. Then, sigmoid calculate the
first 20% gradient magnitude of the low quality images, the first
40% of the mid ones and the first 60% of the highs, as shown in
equation (6),

G′Pi
=

{
Sigmoid(GnormPi

) if GnormPi
≥ T,

0 otherwise.
(6)

T equal to 0.4 for high quality images, 0.6 for mid ones and 0.8
for low ones.

After the interpolation and quantization, pixel values for
computing filter response are obtained. The filter responses most-
ly is defined to be the direction at this pixel and contributes to
EOH descriptors.

EOH descriptor, added with the gradient magnitude of key-
point neighborhood, will remarkably improve keypoint matching
accuracy by its great information.

Matching Keypoints with Descriptors
After the construction of descriptors, we will match key-

points with those descriptors. The matching function of descrip-
tors is to compare the Euclidean distance of the descriptor vec-
tors [16]. In EOH, the size of a keypoint descriptor vector is 1*80.
In proposed method, we will use common method to match de-
scriptors like SIFT and other traditional algorithms. A reference
keypoint K j0

r is defined to be matched to a test keypoint Ki0
t if

D( f i0
t , f j0

r )< 0.8 ·D( f i0
t , f j1

r ), (7)

where D(·, ·) is the Euclidean distance and f j1
r is the second-

closest neighbor to f i0
t . The ‘0.8’ in (7) can be changed to 0.6,

which means a tighter matching criterion giving fewer matched
keypoints.

During these matches, there must be some error ones, we can
use techniques include RANSAC [17] and its variant fast sample
concensus (FSC) [18], etc to remove these errors. However, when
error matches occupy most of the matches, these technique like
RANSAC have little effect to improve the algorithm, so the result-
ing improvement ought to be excluded for comparing descriptors.
The most important part is to build a robust descriptor to describe
the keypoint.

Experimental Results
This section presents experimental results. Visual matching

results are provided firstly, followed by the quantitative analysis
on matching results. The proposed method is compared with the
original EOH. Two datasets EOIR and VS-LWIR are used for in-
vestigating the matching performance. EOIR includes 87 image
pairs captured by ourselves, 12 Landsat image pairs from NASA.
The 87 image pairs include outdoor and indoor scenes with one
image taken with the visible light and the other taken with middle-
wave infrared (MWIR) light. The 12 Landsat image pairs are
downloaded from http://landsat.usgs.gov/ with one taken with vis-
ible band, e.g., Landsat 8 Band 3 Visible (0.53 - 0.59 µm), and
the other taken with middle-wave light or Thermal Infrared Sen-
sor (TIRS), e.g., Landsat 8 Band 10 TIRS 1 (10.6 - 11.19 µm).
Dataset VS-LWIR is from [8] containing 100 image pairs, one
image taken with visible bandwidth (0.4 - 0.7 µm) and the other
taken with long-wave infrared bandwidth (LWIR, 8 - 14 µm).

Fig. 6 gives the keypoint matchings built with the original
EOH without gradient magnitude normalization and the proposed
method. The visible image serves as the reference image and the
infrared image is used as the test image. Fig. 6(a), Fig. 6(c) from
dataset VS-LWIR and Fig. 8(a) from EOIR show the matching
result of original EOH between the reference and the test image.
As a comparison, the proposed method provides sufficiently more
correct matches on Fig. 6(b), Fig. 6(d), and Fig. 8(e).
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Step 1：Compute 
gradient magnitude 
and orientation of 
each keypoint

Step 2： Use 
sigmoid to each 
gradient 
magnitude

Step 3 : Gradient 
magnitude 
quantitation

Step 4： Compute 
the descriptor 
according to the filter 
responses

Sensed 
image

Reference 
image

Feature points
detection

Feature points
detection

Registration
results

Figure 5. Basic workflows of the computation of EOH considering gradient magnitude. The new EOH descriptor processing algorithm that make use of keypoint

gradient magnitude was developed to further improve the accuracy of EOH.

(a) V S−LWIR14 (b) V S−LWIR14

(c) V S−LWIR88 (d) V S−LWIR88

(e) EOIR54 (f) EOIR54

Figure 6. The matching performance under EOH and the proposed method. The left column is the result of original EOH. The right column is the result of EOH

utilizing gradient magnitude. 7(b) and 7(d) shows the result of image enhancement algorithms.
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Fig. 7 gives the keypoint matchings built for the low quality
images with the original EOH without gradient magnitude nor-
malization and proposed method. As shown in the Fig. 7, fea-
ture point matching pairs of infrared images after enhancement
are much more than before. Meanwhile, wrong matching pairs
are reduced a lot this time, which proves the obvious effect of our
image enhancement algorithms.

Original EOH provides 11 keypoint matches in Fig. 8(a) and
3 are visually correct. The SIFT, DE-SIFT, and LC-SIFT descrip-
tor do not give many correct matches shown in Fig. 8(b) ,Fig.
8(c) and Fig. 8(d), while the proposed method gives 6 keypoint
matches in Fig. 8(e) and all the matches are visually correct.

It is clearly that the original EOH main orientation and the
proposed method could give correct matches. The reason might
be that although this pair of images are taken with a visible cam-
era and an infrared camera they are very close to single-spectrum
images, i.e., brighter (darker) areas in the visible image is also
brighter (darker) in the infrared image the relationship between
image intensities is not linear and the gradient orientation could
reverse, which makes SIFT and SIFT-like descriptors do not per-
form very well.

On the one hand, as the gradient magnitude is taken into con-
sideration, keypoints that could be matched will increase. On the
other hand, EOH just uses edge pixels, if image texture infor-
mation is not rich, the result of EOH or proposed method is not
satisfied. This is also the next problem we will solve.

Conclusion
This paper proposed an approach to assigning gradient mag-

nitude to EOH descriptor, as EOH does not consider the gradient
magnitude. But the gradient magnitude is not stable on multi-
spectrum images, we could not use it directly. In this article, we
use sigmoid and quantization to normalize the gradient magni-
tude. Experimental results show that the proposed can improve
the matching performance of EOH.
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(a) EOIR06 (b) EOIR06

(c) EOIR50 (d) EOIR50

Figure 7. The matching performance for low quality images under image enhancement. The left column is the result of EOH utilizing gradient magnitude

without image enhancement. The right column is the result of EOH utilizing gradient magnitude with image enhancement.

(a) Original EOH (b) SIFT (c) DE-SIFT

(d) LC-SIFT (e) Proposed method

Figure 8. The matched keypoints built with descriptors. (a) the original EOH ,(b) SIFT, (c) DE-SIFT, (d) LC-SIFT, (e) the proposed method.
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