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Abstract 
Chromatic flare artifacts, purple flare in particular, are 

objectionable color artifacts affecting image quality in digital 
photography systems ranging from DSLR to mobile imaging 
cameras. Although they originate from internal reflections and 
scattering in the camera module, they can be diminished with 
proper pixel design strategies. This work presents a method to 
quantify an image sensor susceptibility to chromatic flare artifacts. 
It is based on measurements of the spectral response of pixels for 
varied angles of incidence, and subsequent analysis of color 
properties of synthetic images that are processed through a 
conventional pipeline. Experimental work has been done with 
image sensors that differ by their color filter array and grid 
properties. Results show that use of metal grid and deep trench 
isolation—state-of-the-art pixel fabrication approaches that were 
developed to suppress crosstalk—are advantageous for mitigation 
of chromatic flare artifacts.      

Introduction  
Chromatic flare artifacts can appear in digital images due to 

light rays that enter the silicon substrate at high angles of 
incidence. At camera level, this can be caused by various factors, 
including internal reflections, volume scattering, scattering at the 
aperture edge, and scattering due to lens roughness and dirt 
particles in the module. The resulting high angles of light 
incidence may lead to absorption of photons by photodiodes (PDs) 
that neighbor the desired one. Figure 1 presents the chromatic 
(purple) flare artifact in an image that was captured with an 
iPhone5C camera.  

 

Figure 1 - Example photo that shows chromatic (purple) flare artifact in an 
image that was captured with an iPhone5C camera. 

Camera module design strategies can be utilized to mitigate 
chromatic flare artifacts by reducing internal reflections. Chen [1], 

for example, presented a method for optimization of the camera 
lens for mobile phone applications to reduce internal reflections at 
the cost of degraded modulation transfer function. Aperture design 
can also be optimized to reduce internal reflections by blocking 
light rays at high angles from entering the camera module, but this 
may cut image plane illuminance. A different approach is to apply 
pixel design strategies that prevent light rays at high angles of 
incidence from entering the substrate.  

At present, there are commercially available methods for 
characterization of veiling glare, which is a non-chromatic flare 
artifact that adds black level offset [2], [3]. However, to our 
knowledge, there are no customary methods for characterization of 
chromatic flare artifacts. This work proposes a method to quantify 
an image sensor susceptibility to those artifacts, and presents 
evaluation results from experimental work with several pixel 
structures.  

How Do Chromatic Flare Artifacts Develop?  
Both hardware and software of a digital camera contribute to 

appearance of chromatic flare artifacts in a processed image. Those 
artifacts are initiated by optical crosstalk and then amplified by the 
processing pipeline for color-imaging.     

 

Figure 2 – (a) In normal incidence, photons are filtered by the color filter 
before reaching the photodiode. (b) In high angles of incidence, some photons 
may be filtered by the color filter of a certain pixel but reach a photodiode of a 
neighboring one. 
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Optical Crosstalk 
These days, the traditional RGGB Bayer color filter array 

(CFA) pattern is commonly used in digital cameras for consumer 
use applications.  

Figure 2 shows an illustration of the absorption of light rays 
at normal and high angles of incidence. The figure refers to the R-
G row of a RGGB CFA, but the situation in the G-B row is similar. 
In normal incidence, if optical crosstalk due to reflections in the 
silicon substrate is excluded, all photons that reach the pixel PD 
must first pass through its color filter, as shown in Figure 2 (a). 
With light rays that arrive at high angles of incidence, photons 
enter the µ-lens and color filter array in directions that allow some 
of them to reach and be absorbed by PDs of neighboring pixels, as 
shown in Figure 2 (b), and this causes optical crosstalk.  

The Color-Imaging Pipeline  
The amount of charge that is accumulated in each pixel is 

converted to voltage and, then, to a digital signal. In the raw 
(Bayer) image, each pixel includes digital data of a single color. 
Conventional processing pipelines for color imaging are composed 
of processing blocks that perform demosaic, white-balance, color 
correction, and gamma correction [4]. Each pixel in the 
(processed) output image stores the digital level of the R, G, and B 
colors. White-balance (WB) and color correction matrix (CCM) 
coefficients are determined from the sensor response to normal 
incidence light. Figure 3 shows a simplified diagram of the color-
imaging pipeline. 

 

Figure 3 – Processing blocks in a conventional color-imaging pipeline. 

With RGGB CFAs, chromatic artifacts usually appear purple 
because transparency of G color filters is somewhat higher than 
that of R and B ones. Therefore, more high-angle rays are able to 
pass through the G filter and be absorbed in PDs of R and B 
neighboring pixels than vice versa. In addition, sensitivity of R and 
B pixels to broadband white illuminants is typically lower than that 
of G pixels, partially, due to lower R and B filter transparency. 
Therefore, digital gain is applied to their signals by the processing 

pipeline at the white balance stage, and this further amplifies the 
error that was originated by the optical crosstalk. When R/G and 
B/G signal ratios are higher than expected from the normal 
incidence response, the end result is enhanced purple in the final 
image.  

Proposed Method 
As the goal of this work is to isolate the sensor and 

characterize its own susceptibility to chromatic flare artifacts, the 
method here cannot rely on image capture, where a complete 
camera module is needed; instead, it must use the sensor properties 
in order to draw conclusions. The method requires characterization 
of the spectral response of all color pixels at varied angles of 
incidence. Measurement results are used to simulate synthetic raw 
images, which are processed through a conventional color pipeline. 
The sensor susceptibility to chromatic flare artifacts is derived by 
analyzing the color properties of the processed images.    

Sensor Quantum Efficiency   
Quantum efficiency (QE) represents the ratio between the 

number of electrons that are generated in the photodiode and the 
number of incident photons. Description of a setup and 
methodology for QE measurement can be found in [5]. To 
characterize the sensor optical crosstalk when light rays at high 
angles of incidence, in addition to normal incidence, the sensor QE 
is also characterized for higher angles of incidence. Figure 4 
presents a simplified diagram of the setup.  

 

Figure 4 – Simplified diagram of a setup to characterize spectral response of 
an image sensor at different angles of incidence. The setup also includes a 
calibrated reference silicon PD (not shown), which is needed to derive QE.  

When light rays that reach the image plane at high angles of 
incidence are absorbed by different photodiodes than desired, the 
shapes of the sensor QE curves that were produced from normal 
incidence measurement are not preserved. Changes in shapes of 
QE curves with incidence angle can indicate the amount of 
increase in optical crosstalk, but are insufficient to quantify the 
sensor susceptibility to chromatic flare artifacts.  

Synthetic Images  
QE curves that were measured at several angles of incidence 

are used to prepare synthetic raw images (by simulation) of light 
that is reflected from a uniform neutral color (gray) patch. A 
neutral color patch was chosen because it has no color (its chroma 
is 0, as later explained) and, therefore, any hue component that is 
found in the synthetic image indicates improper color 
reproduction. To generate synthetic images, the signal of each 
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pixel in charge units, Sp, is calculated for an illuminant with a 
given spectral power distribution, I, expressed in W/(cm2·µm) 
units, and a constant illuminance level. To simulate the response of 
a camera module, I is multiplied by transmission curves of a lens, 
Tlens, and an infra-red cut filter (IRCF), TIRCF, as follows: 

        ,IRCFlenspintp

2

1


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where Tint is the integration time, which is constant for all cases, Ap 
is the pixel area, h is Planck constant, and c is the speed of light in 
vacuum. The term hc/λ is used in order to express I(λ) in units of 
photon density. Integration is done from λ1 = 400 nm to λ2 = 700 
nm to cover the entire pass band of the IRCF. The WB(00) and 
CCM(00) coefficients are optimized for the normal incidence 
response of all color planes.   

Noise is added and uniformly distributed across the synthetic 
image in order to create a more realistic appearance, where noise 
parameter values are taken from the sensor electrical 
characterization results. The following temporal and structural 
noise sources are considered: readout noise, dark-current shot-
noise, photon shot-noise, analog-to-digital converter (ADC) 
quantization noise, dark-signal non-uniformity (DSNU), and 
photo-response non-uniformity (PRNU).  

The pipeline that is used to process the synthetic raw images 
includes standard processing blocks, as shown in Figure 3, and a 
simple chroma de-noising block. The pipeline normalizes pixel 
data after the raw data is white balanced. Therefore, to account for 
the effect of significant reduction in the pixel sensitivity with 
increase in incidence angle, white and black patches were added to 
small sections in the raw image, and it is assumed that QE of pixels 
where light from the white and black patches is reflected on the 
image plane is the normal incidence QE.  

Color Analysis 
Color properties of the output bitmap images are analyzed in 

order to assess the sensor susceptibility to chromatic flare artifacts.  
The standard RGB (sRGB) data that is stored in the bitmap images 
is converted to the CIELAB color space. In the CIELAB 
coordinates, the L* axis represents brightness level, and its value 
ranges from 0 (black) to 100 (white). The a* axis represents the 
red-green opponent hues, and the b* axis represents the yellow-
blue opponent hues [6]. This is described in Figure 5 (a).  

Chroma represents colorfulness. It is, basically, the radius of a 
point in the a*b* circle, as shown in Figure 5 (b), and it is 
calculated as:  

    .
2*2** baCab    (2) 

With the processed synthetic images, chroma is calculated for 
the central region of each patch (the white and black reference 
regions are excluded). Chroma of processed images of designs that 
are less susceptible to chromatic artifacts should remain low even 
at high incidence angle.  

 
 

 

Figure 5 – (a) The CIELAB coordinates. L* corresponds to brightness, while a* 

and b* relate to the color components. (b) Chroma, C*
ab, is the radius of a point 

in the a*b* circle. The central point, where C*
ab = 0, has a neutral (gray) color. 

Code to generate this figure is based on a version by Westland et al. [7]. 

Experimental Work 
Four experimental back-side illuminated (BSI) image sensors 

were characterized for their susceptibility to chromatic flare 
artifacts. Pixel layout and peripheral circuitry of the four 1.1 µm 
BSI image sensors was similar, but they differed by properties of 
their color filter array and separation grid. 

Test Structures 
Figure 6 shows the CFA and separation grid of the four 

experimental test structures. In structure (a), a yellow color filter 
was used instead of a green one to form an RYYB CFA, and a 
dielectric wall (or a box when referring to the 3D structure) 
separates the color filters. Structure (b) is identical to structure (a), 
but with the commonly used RGGB CFA. The separation wall in 
structures (c) and (d) includes dielectric and metallic regions. 
Therefore, it is referred to as composite grid (CG). More 
configurations with metal-based grid are shown in [8].  

 

Figure 6 – Cross-section diagrams of the four test structures whose 
susceptibility to chromatic flare artifacts is characterized in this work. Structure 
(d) is the only one where modifications were applied to the silicon substrate, in 
the form of metal-filled backside isolation trenches 
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With structures (a)–(c), variations were made only to the CFA 
stack section, whereas in structure (d), the silicon substrate was 
also modified. In recent years, several image sensor manufacturers 
have developed front side deep trench isolation (DTI) and backside 
DTI (BDTI) processes for CMOS image sensors in order to 
attenuate electrical crosstalk, blooming, and optical crosstalk [9], 
[10], [11]. The advantage of these structures in reduction of optical 
crosstalk in normal incidence conditions has been proven. This 
work aims to study the effect of BDTI on attenuation of optical 
crosstalk when light rays arrive at the image plane with high angles 
of incidence corresponding to representative steep light incidence 
conditions in real camera modules. 

Spectral Characterization 
Quantum efficiency of the four image sensors was measured 

in a central region-of-interest, where each part was in a package 
that included an IRCF with transmission spectrum that is 
representative for mobile imaging applications. Measurements 
were done when the sensor was rotated to achieve four angular 
positions relative to the optical axis: 00, 150, 300, and 450. QE 
curves of each image sensor were normalized to the maximal 
average green channel response in normal incidence. Error! 
Reference source not found. presents the 16 relative-QE curves.  

Comparison of the normal incidence response shows the 
advantage of structure (a), RYYB, in collection of light. The 
yellow color filter allows a broader band of light to reach the 
photodiode than a green one. This allows substantial enhancement 
in captured signals in dim light conditions, but requires an 
advanced image signal processor (ISP) to maintain high fidelity of 
a scene’s luminance and color information with low level of 
chroma noise, such as the ON Semiconductor (Aptina) Clarity+ 
technology.   

With all structures, pixel responsivity decreases with increase 
in incidence angle. Because of the high transparency of the yellow 
filter, optical crosstalk is higher in structure (a), RYYB, than in 
structure (b), RGGB, at all angles. At 450, QE curves of all pixels 
in structure (a) are becoming highly overlapping due to the high 
optical crosstalk. Use of metal grid helps in preserving the shapes 
of the QE curves with increase in incidence angle. Best results, i.e., 
lowest levels of optical crosstalk with increase in incidence angle, 
are achieved with structure (d) that combines RGGB CFA with 
composite grid and BDTI. Response ratios of the different color 
pixels in structure (d) are maintained fairly well even at 450. 

 

Figure 7 – Quantum efficiency curves as measured when the sensor was 
horizontall rotated along the optical axis by 00, 150, 300, and 450 angles. The 
structure that includes both composite grid and BDTI has the lowest levels of 
optical crosstalk at high incidence angles. 

Color Properties of Synthetic Images  
Synthetic raw images were prepared for all QE curves from 

Figure 8 according to the procedure described previously in the 
“Proposed Method” section. The raw images were then processed 
through the pipeline that is described in the same section. As 
measurements were done with IRCF, QE curves were only 
multiplied by transmission curves of a lens for mobile imaging 
applications (Largan 9611A1) in order to generate raw images. The 
illuminant that was used for simulations is a CIE-F2, whose 
spectrum represents a standard cool white fluorescent (CWF) light 
source.  

Each patch in Figure 8 includes the reference white and black 
regions in two of its corners. Ideally, i.e., if there is no change in 
optical crosstalk with increase in incidence angle, all images 
should be gray.  
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Figure 8 – Synthetic images that were generated from the 16 quantum 
efficiency curves from Error! Reference source not found.. High change in 
chroma indicates that the sensor is more susceptible to chromatic flare 
artifacts. Subjective evaluation shows that best results are achieved with 
combination of CG and BDTI.    

 

Figure 9 – Chroma of the synthetic images from Figure 8. Low change in 
chroma with increase in incidence angle indicates low optical crosstalk due to 
light rays that arrive at the image plane at high angles and, therefore, low 
susceptibility to chromatic flare artifacts.  

Subjective evaluation of the synthetic images indicates that 
structure (a) exhibits the highest change in chroma with incidence 
angle and structure (d), whose patch color may still be considered 
as “gray” at 300 incidence angle, exhibits the lowest change in 
chroma. A CIE-D65 illuminant should be used to simulate outdoor 
flare conditions. 

 

 

Figure 10 –Office images that were capture with three image sensors: (1) 
RGGB CFA, (2) RGGB CFA and CG, and (3) RGGB CFA with CG and BDTI. 
All sensors were accommodated in exactly the same module. Appearance of 
purple is obvious in (1), weaker in (2), and barely noticeable in (3). 

Color properties were evaluated for the central region of all 
patches in Figure 8, i.e., excluding the black and white corners. 
Figure 9 presents chroma values. Quantitative results confirm that 
structure (d) has the lowest increase in chroma for light that arrives 
at high incidence angle and, therefore, is the least susceptible to 
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chromatic flare artifacts. Structure (c) comes in second place, and 
structure (a) comes last. 

Figure 10 shows a set of images that were captured under 
fluorescent illumination using image sensors with structures (b), 
(c), and (d). The same camera module was used to accommodate 
all image sensors, and all images were processed through a 
conventional pipeline. One easily observes the appearance of 
purple in the region that surrounds the light bulbs in image (1), 
RGGB, a weaker artifact in image (2), RGGB and CG, and, barely 
noticeable purple artifact in image (3), RGGB with CG and BDTI. 
Therefore, there is a good agreement between the quantitative 
prediction of the sensor-based method and end-user image quality.   

Conclusion 
This work presented a method for quantifying the 

susceptibility of a color image sensor to chromatic flare artifacts. 
Experimental results quantify, for the first time, the benefits of 
metal-based isolation grid and BDTI in attenuation of chromatic 
flare artifacts. Furthermore, quantitative results exhibit good 
correlation with end-user image quality. Utilization of metal-based 
grid and BDTI in combination with yellow or clear pixels is a 
promising approach to exploit high pixel sensitivity that is enabled 
by the high transparency of the filter while minimizing chromatic 
flare artifacts caused by optical crosstalk.   
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