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Abstract 

Most stereo cameras are equipped with lens modules of fixed 
focus to capture images. To provide sharp images over a wide 
range of object distances, stereo cameras with adjustable focus 
lens modules have been developed. Although such stereo cameras 
can be controlled by performing existing monocular autofocus for 
each individual camera independently, the lack of coordination 
between the stereo cameras and the underutilization of depth 
information embedded in the image data make the approach not as 
efficient as it can be. In this paper, we propose a novel stereo 
autofocus approach that exploits the disparity of stereo images to 
control lens movement. Experimental results show that the 
proposed approach can bring the lenses to the peak zone of the 
focus profile within two lens movements in most (92.3%) cases 
even if the lenses are initially far from the in-focus position. 

Introduction 
Existing autofocus (AF) methods for single cameras can be 

classified into two categories: active and passive. Active methods 
[1], [2] exploit an external device emitting infrared (or ultrasound) 
to estimate the object distance and the in-focus lens position for 
taking a photo of the object. Although active methods are powerful 
for handling dark scenes where the image contrast is extremely low, 
it may easily fail in the presence of moving objects or if there is a 
transparent object between the camera and the scene of interest 
(e.g. looking out through a glass window). In contrast, passive 
methods [3]–[5] only rely on the image captured by the camera and 
normally consist of two basic operators: measuring image 
sharpness [6]–[9] and searching the in-focus lens position. The in-
focus lens position is determined by examining the relation 
between the focus value (the sharpness of image) and the lens 
position. The direction and the distance to the in-focus lens 
position are estimated according to the focus data available at each 
sampling time.  

However, it is unlikely for a single camera to accurately 
estimate the in-focus lens position instantly because the object 
distance is not known. It normally requires a few samples to make 
a sensible estimation. For this reason, directly applying 
conventional contrast detection autofocus (CDAF) techniques for 
monocular cameras to each of the stereo camera may results in a 
sluggish start. By utilizing the depth information embedded in the 
stereo images, it is possible to speed up the autofocus process. 
Therefore, we are motivated to take an integral approach to stereo 
autofocus by exploiting the stereo images. 

Stereo cameras mimic human binocular vision and enable the 
reconstruction of 3-D object structure from 2-D image data. The 
estimated object distance serves as a good basis to determine the 
in-focus lens position. Therefore, in theory, autofocus for stereo 
cameras should be able to reach in-focus faster than that for 
monocular cameras. In practice, however, the first pair of stereo 
images is often out of focus (and thus blur) because the lens is not 

at the in-focus position yet, resulting in inaccurate disparity 
estimate. Although several methods [10], [11] have been proposed 
to solve the problem by deblurring the defocused images, the time-
consuming deblurring operation significantly slows down the 
autofocus process. A more effective method is needed. 

Given that depth information is useful for a wide range of 
applications, the goal of this work is to develop an effective 
approach that can generate sharp stereo images of 3-D scenes in a 
fast and robust manner regardless of the object distance. If stereo 
images are always sufficiently sharp, accurate depth estimation can 
be obtained, yielding fast and accurate autofocus. However, in 
practice, the object of interest can be at an arbitrary position with 
respect to the initial lens position, so the stereo autofocus process 
often starts with blur images. This creates an inherent dilemma: 
Sharp stereo images cannot be captured unless the lens of each 
camera is at the in-focus position, which cannot be obtained if the 
stereo images are blur. Therefore, it is essential for stereo 
autofocus to resolve the dilemma effectively.  

There are methods that attempt to detect the blur region in the 
image and propagate the disparity computed at confident (or sharp) 
pixels in the image to neighboring blur pixels for depth map 
reconstruction [12]. The additional computational cost introduced 
by this approach is a major concern. For the purpose of autofocus, 
the stereo matching can be confined to the image area within a 
small focus window, and the scene captured within the focus 
window is represented by a single depth. Of course, this uniform 
depth assumption is not necessarily true. Therefore, how the depth 
variation impacts the accuracy of disparity estimation has to be 
carefully examined. In principle, a stereo autofocus process should 
be resistant to the depth variation so that robust performance can 
be ensured.  

To investigate how disparity can be used to speed up CDAF, 
we are motivated to first analyze the performance of the (disparity-
based) stereo autofocus. One of the critical issues concerns how 
fast, in term of the number of video frames required, the disparity 
estimate can converge with the lens at an arbitrary initial position. 
Another critical issue is about the accuracy of stereo autofocus. It 
is required that the lens finally moves to the in-focus position. For 
most applications of stereo cameras, the cameras have to be able to 
capture sharp images such that accurate depth estimation can be 
made. It would be desirable if the disparity-based lens movement 
decision can effectively guide the lens to reach the peak zone of 
the focus profile no matter how blurry the initial images are. The 
peak zone is a small region around the peak of the focus profile [3]. 
This would resolve the sluggish start issue of most CDAF methods.  

Unlike other methods, the disparity-assisted autofocus 
proposed in this paper does not require a computationally 
expensive deblur process to sharpen the images. This greatly 
reduces the computational cost. A correct decision of the lens 
movement direction holds the key to a successful autofocus. These 
are the novelties of the proposed approach.   
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Figure 4. Top view of the experimental setup for generating stereo 
data by moving a phone camera on a rail. 

Nexus 5 smart phone camera

Rail

Overview of the Proposed Method 
The flow chart of the proposed stereo AF algorithm is shown 

in Fig. 1. Basically, the algorithm works as follows. First, a pair of 
stereo images is captured at the initial lens position. Next, the 
disparity of the image region within the focus window is computed. 
Since the pixel values in one image may differ from the pixel 
values in the other image by a offset, zero-mean sum of absolute 
differences (ZSAD) is applied to estimate the disparity. Finally, the 
lens movement is estimated according to an empirically pre-
determined mapping table. The mapping table records the relation 
between the in-focus lens position and the disparity value, as 
depicted in Fig. 2. It is created by applying regression to the pre-
captured stereo image data. The regression only needs to be done 
offline once. The three steps are repeated until the estimated lens 
movement is zero.  

Disparity-based Lens movement 
When a pair of stereo images is captured by the cameras, 

stereo matching is applied to estimate the disparity between the 
two adjacent views of the scene. In autofocus, this time-consuming 
operation is not applied to the whole image but only to the image 
area within the small focus window. We convert the color space of 
the image from RGB to grayscale. Denote the left and right 
intensity image by I1 and I2 respectively. For each pixel p(i, j) of 
the focus window, the cost of stereo vision at disparity   is 
computed by 

1 2
( , )

( ) ( , ) ( , )
i j

C I i j l I i j r 



       (1) 

where l and r are the average intensity values in the left and right 
focus windows, respectively. The disparity between the stereo 
views can then be obtained by   

* argmin ( )C


    (2) 

Finally, the lens movement is determined by the mapping table 
using the disparity (an integer) as an input index.  

The Mapping Table 
Now, we characterize the in-focus lens position as a function 

of the disparity computed from (2) for stereo autofocus. Fig. 3 
shows the image formation of a thin lens model. With a thin lens 
model, the distance between the lens and the sensor plane of the 
camera can be defined by 

ufv
u f




   (3) 

where f is the focal length and u is the distance between the lens 
and the object plane. According to the geometry of stereo vision, 
the depth u can be represented by 

fbu


    (4) 

where b is the baseline between the two cameras. Substituting (4) 
to (3), we have 

    
Figure 1. Flow chart of our stereo AF algorithm. 

  
Figure 2. Mapping of disparity to in-focus lens position determined 
empirically. 

  
Figure 3. The image formation model of a thin lens camera. 

Compute
the 

disparity

Determine the lens 
movement by

using a mapping table

Capture
stereo 
images

Image
plane

Sensor
plane

Object
plane

u v

©2016 Society for Imaging Science and Technology
DOI: 10.2352/ISSN.2470-1173.2016.18.DPMI-254

IS&T International Symposium on Electronic Imaging 2016
Digital Photography and Mobile Imaging XII DPMI-254.2



 

 

2 1f bv
fb f 




  (5) 

We can see that the in-focus position is in inversely 
proportional to the disparity. However, in practice, even we have 
the accurate disparity, the estimation of v may not be correct. This 
is because most camera parameters are approximate values [13]. If 
we use (5) directly for stereo autofocus, the approximation error 
may fool the autofocus system and make it capture a blurry image. 
To prevent the error from affecting the in-focus decision for stereo 
cameras, we build a mapping table relating the disparity to the in-
focus position.  

The setting is shown in Fig. 4. We place a planar object with 
sufficient features in front of the camera at position u and collect 
stereo images of the static scene. We collect 50 images of the 
scene by sweeping the lens across its entire dynamic range at a 
constant interval. To eliminate the effect of lens aberration, the 
focus window is selected near the center region of the image. Then, 
Tenegrad method [14] is applied to measure the image sharpness. 
The image is convolved with a horizontal filter and a vertical 
gradient filter. The sharpness s of the image is computed by 

2 2 1/2

( , ) ( , )
( ( , ) ( , ) )v h

i j i j
s g i j g i j

 

     (6) 

where gh(i, j) and gv(i, j) are the resulting gradient image of 
horizontal and vertical gradient filter, respectively. 

Each distance v associated with the sharpest stereo pairs and 
its corresponding disparity   computed using (2) form a data 
point on the curve represented by the mapping table. We move the 
planar object to various positions and repeat the process described 
above to collect at least 10 data points. Then, the mapping of 
disparity to in-focus lens position is constructed using the least 
square fitting operator of MATLAB software. Fig. 2. shows the 
resulting curve.  

The stereo disparity is related to the depth of an object. Given 
the depth of a target object, we can move the camera lens to obtain 
a clear image of the object. However, in autofocus, the first pair of 
stereo images is often defocused as discussed in the introduction 
section. Blurry stereo pairs cannot guarantee that accurate disparity 
can be computed by (2). Nevertheless, as long as the image gets 
sharper as the searching process continues, the accuracy of 
disparity is likely to improve. In this work, we emphasize on the 
use of disparity for lens movement rather than depth map 
construction. Whether the disparity of blur stereo images can be 
used to guide the lens to a correct direction can be examined by 
experiment. 

Experimental Results 
An experiment is conducted to evaluate the proposed stereo 

autofocus approach. The experimental setup is shown in Fig. 4, 
where a Google Nexus 5 smart phone is mounted on a rail. By 
moving the smartphone to a different position, a stereo-camera 
setup can be simulated with one single camera in a controlled 
environment for the purpose of experiment. At both camera 
positions, a set of images (aka focal stack) are captured by 
sweeping the lens across its dynamic range at a constant interval. 
We compute the focus value (sharpness) of the image captured at 
each lens position and form a focus profile from the set of focus 
data. The peak of the focus profile represents the corresponding 
image is sharpest, which is achieved when the lens is at the in-
focus position. 

Two scenarios, a planar scene and a complex scene with non-
uniform depth, are considered in the experiment to evaluate the 
effectiveness of stereo autofocus. The initial lens position is set to 
be far away from the in-focus lens position. That means we launch 
the stereo autofocus with blurry stereo images. For a good 
visualization of the autofocus process, the position of the lens as it 
moves is overlaid on the focus profile. The top raw of Fig. 5 shows 
the first three consecutive lens positions for the planar scene, and 
the bottom raw shows the corresponding stereo images. We can 
see that the lens is very close to the in-focus position after the first 

 
 Initial lens position After the first lens movement After the second lens movement 

  (a) 

                                    
(b) 

Figure 5. (a) The focus profile of the test scene and the focus value in the searching process. (b) The corresponding stereo views. 
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movement and that the peak of the focus profile is reached after the 
second movement. Compared with most CDAF-based monocular 
autofocus, which normally takes more than four lens movements, 
the stereo autofocus has the speed advantage in this case. We test 
the proposed stereo autofocus approach on complex scenes as well. 
Fig. 6(a) shows a stereo image pair with two focus windows that 
are placed at different depths of the complex scene. Hence, the two 
corresponding focus profiles have different peaks. A separate 
stereo autofocus process is launched for each focus window. The 
estimated lens position is shown in Fig. 6(b). As we can see, the 
peak can be reached with only one lens movement in both cases.  

To evaluate the speed of the proposed stereo autofocus, we 
count the average number of the lens movements in the autofocus 
process. All possible initial positions within the entire motion 
range of the lens are considered. In the experiment, five objects are 
placed at various pre-selected distances (10cm, 20cm, 40cm, 60cm, 
and 80cm) in front of the camera as shown in Fig. 7. Fig. 8. shows 
that the search process converges with one or two lens movements 
even the initial lens position is far away from the in-focus position. 
We also find that the final lens position after the search process 
converges is located at the peak zone of the focus profile in 92.3 
percent of the separate stereo autofocus tests. All of the above 

 
(a) 

        
 Initial lens position The first lens movement 
 (b) 

        
 Initial lens position The first lens movement 
 (c) 

Figure 6. (a) The left and right images of a scene with non-uniform depth. Two focus windows are shown with two colored rectangles. The 
yellow window contains a near object and the red window a farther object. (b) The focus profiles, lens positions in the AF process, and the 
corresponding stereo images for the yellow window. (c) The same for the red window. 
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Figure 8. The average number of lens movement taken by the proposed 
stereo autofocus until the search process converged from an arbitrary 
initial lens position. 

results conclude that our approach can bring the lens to reach the 
peak zone within two lens movements in most cases regardless of 
where the initial lens position is. To prove the effectiveness of our 
mapping table, we empirically compare the accuracy of disparity-
based stereo autofocus with and without using our mapping table 
according to the error between the in-focus position and the final 
lens position. Through our experiment, the average error decreases 
from 5.15 lens steps to 4 lens steps when using the mapping table. 
The lens step is the unit of lens position.  

We have observed through experiments that the performance 
of stereo AF relies on reliable disparity estimation. Take the scene 
shown in Fig. 9 as an example. The images in the focus window 
(the red rectangular) only have one edge for disparity estimation. 
Therefore, any disparity estimate along the edge is a valid estimate. 
In this example, the overall performance of stereo AF is similar to 
that of single-camera AF, and there is no obvious gain by using 
stereo information. In practice, the focus window should be set 
properly to guarantee there are sufficient edges (or textures) of 
different orientations for reliable disparity estimation.  

Discussion 
Depth information is helpful for autofocus because it allows 

the in-focus lens position to be directly determined. In this work, 
the disparity-based stereo autofocus approach is developed under 
the assumption that there is no matching ambiguity when the stereo 
images are in-focus. However, matching error does occur if the 
stereo images are lack of sufficient textures or contain repetitive 
patterns. In this circumstance, the erroneous disparity estimate 
would mislead the autofocus system to an incorrect in-focus 

decision. As a result, to utilize the disparity efficiently for stereo 
autofocus, the quality of disparity should be examined carefully for 
reducing the impact of matching ambiguities.  

Compared with the disparity, using the sharpness of image for 
autofocus does not have ambiguity problem on image with 
repetitive patterns since it indicates the gradient energy of image. 
However, given the image of scene contains sufficient textures, the 
focus profile normally has a flat out-of-focus region where the 

 
 (a) 

            
 (b) (c) (d) 

       
 (e) (f) 

Figure 7. (a) The left and right image of a scene with objects placed at various depths. Five focus windows marked by five colored 
rectangles (cyan, green, red, yellow, and blue) are shown. From (b)−(f) are the corresponding stereo views focusing on the objects 
placed at 10cm, 20cm, 40cm, 60cm, and 80cm in front of the camera respectively. 
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corresponding sharpness measure of defocused images does not 
provide a good clue to make reliable autofocus decision. If the 
autofocus process is trapped in the flat region, it takes longer time 
to find the in-focus position. In comparison, the disparity-based 
autofocus is able to point out the right reliable direction as the 
search process sets off. From this work, we find that both the 
disparity-based and the CDAF methods are complementary to each 
other and should be part of an integral solution.  

Conclusion 
In this paper, we have investigated the use of disparity for 

autofocus. The disparity-based stereo autofocus can guide the lens 
to reach the peak zone of the focus profile within two lens 
movements in most cases even the initial lens position is far away 
from the in-focus position. The computational efficiency and the 
accuracy of this approach are enhanced by using a mapping table 
that relates the disparity to in-focus lens position. It is our plan to 
integrate disparity-based autofocus with contrast detection 
autofocus and compare the integrated approach with the phase 
detection autofocus technique in future work. 
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Figure 9. The left and right images of a test scene and the close-up of the image inside the focus window (red rectangle). 
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