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Abstract
Interestingness is the quantification of the ability of an image

to induce interest in a user. Because defining and interpreting
interestingness remain unclear in the literature, we introduce in
this paper two new notions, intra- and inter-interestingness, and
investigate a novel set of dedicated experiments.

More specifically, we propose four experimental protocols:
1/ object ranking with a pre-defined word list, 2/ pair-wise com-
parison, 3/ image ranking and 4/ eye-tracking. We take advantage
of experimenting on the same dataset to draw potential links be-
tween the collected data and to state on the agreement between
subjects. While we do not evidence a relationship between the
local (intra) and global (inter) notions of interestingness, we do
observe correlated outputs throughout the different protocols. Be-
yond the low or moderate values obtained from inter-rater agree-
ment metrics, we point out the experimental reproducibility to ar-
gue about the universal nature of the interestingness notions.

In addition, we bring deep insights on the relationships be-
tween interestingness and 7 other criteria, some of them already
pointed out in the literature as being linked with interestingness.
Unusualness and emotion seem to be the strongest enablers for
interestingness. These insights are highly relevant for future work
on modeling.

Introduction
Understanding what makes something interesting is a chal-

lenging task for scientists. Classic theories, coming from the psy-
chology community, preferably attribute the interest elicitation to
objective features related to the considered stimulus, e.g., novelty,
complexity, uncertainty and conflict as mentioned by Berlyne in
the 1960s [1]. Recent progress in emotion psychology revisited
this approach: the interest is rather due to the people’s appraisal(s)
of an event, as demonstrated also for emotion [2, 3]. Thus, not
only the stimulus is responsible for the interest elicitation, but ad-
ditionally and mainly, the way the event is received, understood
and a source of motivation [4] for each person. It questions the
universality of the interest concept, that we are going to discuss in
this paper.

Going deeper into this way, Silvia [5, 6] proposed two dis-
tinct appraisals to explain the origins of interest: 1/ the evalua-
tion of an event’s novelty and complexity (transmitting the original
idea of classic theories), 2/ the evaluation of an event’s compre-
hensibility. Basically, if people interpret a stimulus as being new
and understandable, this latter induces a high interest. In other
words, the novelty combined with a slight complexity piques peo-
ple’s curiosity and elicits an interest.

In the image processing community also is the interest con-
cept addressed, but rather under the name Interestingness [14, 15]
or Importance [10, 13]. Halonen et al.[24] define the interesting-

ness as the “power of an object to awaken responses other than
those called forth by its aesthetic form. [...] interestingness gives
emotional or conceptual meaningfulness”.

Whatever its denomination, interestingness prediction has
regained importance nowadays, since it could highly serve today’s
applications, such as search engines, recommendation tools, ad-
vertising, e-learning, etc... One indicator of such trend may be
observed also in Flickr website which provides a tag, associated
to each image, named Interestingness (purely inferred from user’s
annotation).

Because interestingness is a high semantic concept, learning
a computational model of how people perceive interestingness is
very challenging due to the diversity of stimuli and to the dif-
ferences in human perception. Until now, this topic has always
been considered in the image processing community regarding
two independent axes: 1/ Relative importance of objects in im-
ages [10, 13], 2/ Interestingness-based ranking of images [14].

Because defining and interpreting interestingness remain un-
clear in the literature, whatever the community (psychology or
image processing), we claim that we need a novel set of specific
experiments to confront the local and global views, i.e., the main
axes mentioned previously. We also have the intuition that the
universality of interestingness should be further explored and val-
idated, as questioned by the psychology community. More gen-
erally, studying interestingness may allow to go one step further
towards increasing the semantic understanding of content.

In this paper, our objectives are threefold. First, we investi-
gate the universality of interestingness under a new experimental
view. Demonstrating the reproducibility of results through our ex-
periments would allow us to design confidently an efficient com-
putational model of interestingness as a future work. Several ex-
periments will help us measure two different notions of interest-
ingness, which we formalize as:

• Intra-interestingness (local notion): the relative interest of
the elements of an image,

• Inter-interestingness (global notion): the interest of an im-
age when compared to others.

Second, thanks to the creation of a common dataset, our chal-
lenge will be to gauge the correlation between these two notions.
Finally, targeting a modeling purpose, we will also evaluate which
criteria, among aesthetics, emotion, unusualness,... are linked to
interestingness.

For the sake of clarity, in the rest of the paper, we will call
concepts things that are not physically palpable, i.e., that cannot
be objectively segmented or partitioned, e.g., a color or a mood,
contrary to an object or a person.

The paper is organized as follows. It will first draw the pic-
ture of previous works. Second, the proposed experiments will
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be detailed, followed by a presentation of statistical results we
obtained from these experiments. Finally, we will discuss succes-
sively potential links between the intra and inter-interestingness
aspects, the image criteria responsible for inducing interesting-
ness and its universality, before proposing some perspectives for
future work.

Related works
As introduced previously, some efforts from the psychology

community have been devoted to characterize the interest elicita-
tion. Using either simple stimuli (e.g., polygons) or other modal-
ities (e.g., poems), Silvia [5] demonstrated the involvement of
novelty, complexity and comprehensibility for eliciting interest-
ingness.

Closer to our intent, Gygli et al. [14] estimate numerically
the contribution of an extensive set of criteria in the context of
interestingness-based ranking of images. They evidence three
groups of criteria as being highly relevant to the characterization
of inter-interestingness: aesthetics, unusualness and scene types.
In addition, they argue for the existence of a universal concept
related to inter-interestingness, based on the high values of agree-
ment obtained between observers.

Moreover, the affective track was also addressed to validate
the original intuition that pleasure [16], high pleasantness [17],
instant enjoyment [18] are a source for creating high interest.
Nonetheless, this has been invalidated in other works [4] where
paintings rated as interesting were also objectively assessed nega-
tive, disturbing, complex... Recently, inspired by [14, 26, 27], So-
leymani [25] investigates how some factors such as affective con-
tent, quality, coping potential and complexity are correlated with
visual interest in images. He concludes that the most important
attributes were intrinsic pleasantness and arousal, justifying the
affective dimension of interest. He also points out the links that
exist between curiosity, openness and personality traits of people,
and interestingness.

Focusing now on intra-interestingness, some studies get in-
terested in local features and their role in assessing the relative
importance of objects in images. In this vein, [10, 13] explore the
influence of object sizes, locations, categories or context. More
precisely, Berg et al. [13] makes a link between object impor-
tance and user descriptions of images. Thus, they are able to point
out various factors related to perceived importance, such as image
composition, content semantics (category of object or scene), and
context, i.e., common vs unusual. For example, they conclude
that larger objects and/or closer to the center of the image are
more likely to be described. Moreover, they hypothesize that peo-
ple usually perceive the animated objects as the main subjects of
a picture, whereas common objects are identified as background
content elements. Indoor scenes are also much more likely to be
mentioned than outdoor scenes. Last, objects in an unusual setting
are more likely to be described than when in a common setting.

Spain et al. [10, 11] notice that when describing images,
humans give different priorities to different objects in images.
Based on this assumption, they define a function to model the
level of priority of each object. Because objects were named
quasi-independently they argue that the process of naming ob-
jects in an image is akin to drawing balls from an urn without re-
placement. Hence, this function predicts the relative importance
of each object directly from a segmented image while combining

several object-related and image-related features. Out of the 46
tested features, many of them were found to be redundant. The
authors also conclude that some features such as object position
and size are informative whereas saliency is not. This work is rel-
evant in the sense that their importance estimator works without
awareness of what the object is (object identity). However, the
way they catch the importance notion is questionable. The au-
thors ask observers to “name 10 objects [they] see in the picture”,
assuming that they are also the most interesting ones. This ex-
periment also restrains its conclusion to object importance, as no
concepts were used by the observers.

Other alternative protocols for the annotation of interesting-
ness have been investigated. The ESP game by Ahn et al. [7]
presents the same image to two players. As it is currently im-
plemented, players are encouraged to produce a matching word
as quickly as possible with their partner. When multiple games
are played iteratively on the same image, the named words form
an ordered list. The implicit idea is that words associated with
more important objects will tend to appear earlier. However, some
bias is introduced as players use strategies to reach consensus as
quickly as possible.

Elazary et al. [8] base their approach to measuring interest-
ingness on the LabelMe [9] database. LabelMe is a communal
online annotation tool to build image databases for computer vi-
sion research: people are asked to recognize and segment as many
object categories as they can in images. Elazary’s assumption is
that the order in which objects are named during the annotation
process reflects how interesting these objects are. However, an-
notations from past users are visible. Consequently, an object can
only be segmented once, producing a single list of present objects
in each picture for all users. The ease to outline a given object
also influences the order of drawing, and consequently introduces
some bias in the obtained importance ranking.

Even though most cited literature converges on the univer-
sality of interestingness, Grabner et al. [12] mention that human
interest is also raised from the context and from personal experi-
ences. For example, someone will intuitively show more interest
in pictures with his/her own children than in pictures with some
people he/she does not know. Hence, authors argue that the in-
terestingness process is not universal: general consensus appears
but this processing is also strongly affected by task instruction,
individual attentional resources, prior knowledge, and personal
motivations. Chu et al. [23] explore the link between people, ob-
ject or scene familiarity and interestingness. They conclude that
familiar people are preferred for faces, whereas novel objects or
places are the right indicators in natural scenes, challenging the
universal nature of interestingness.

As a conclusion, the presented works are dealing with the
topic of interestingness at either a local or a global scale. None
did try to state on both notions together. Moreover, they do not
agree on which criteria are significantly related to the elicitation
of interest. A questionable point is also about the universality of
the interestingness concept. In this paper, we attempt to go one
step further on all these subjects by proposing and interpreting a
new set of experiments.

Experiments
To investigate the two notions of intra and inter-

interestingness and also potential links with some other criteria,
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Figure 1. Transportation dataset - 49 images, 900x600 pixels each. Red boxes correspond to the ’25 images’ subset used in some of the experiments.

we conducted several experiments, with different protocols, to as-
sess the reproducibility. Because we expect to draw conclusions
about potential correlations between these two notions, we also
propose a new dataset which will serve as a common basis for all
experiments.

Table 1 summarizes all the experiments that are described in
details below. We invite the reader to refer to this table to ease the
understanding of our approach. Experiments A, B and C share the
full image dataset and focus only on interestingness (either intra
or inter) as single criterion, but address different sources of pop-
ulations and protocols. Experiments DPWC and DT IR are more
dedicated to pointing out links that may exist with six other cri-
teria: aesthetics, emotion, unusualness, complexity, comprehen-
sibility and information, i.e., the capability of an image to deliver
a message. They were simultaneously conducted with the same
population using two different protocols and numbers of images.
All protocols were designed jointly by four experts in the field.

Transportation dataset
Figure 1 shows the Transportation dataset: 49 natural images

in the field of transportation. Each image of size 900x600 pixels,
contains several objects and concepts (at least 5). More precisely,
the vehicle type is diversified and the indoor or outdoor scenes
take place in cities or in the countryside. A six experts team was
involved in the picture selection. This may reduce subjective as-
pects in the dataset creation.

In order to study the links that may exist between the six cri-
teria cited above and interestingness, we try to balance as much as
possible the dataset characteristics in terms of each of them. This
selection remains purely qualitative, no specific model is used to
eventually quantify the aforementioned features.

On Figure 1, images with red boxes belong to a 25 images
subset which were used for some of the conducted experiments.

Experiment A
This first experiment involves 15 naive observers (10 males,

5 females, age average = 40.6, stdev = 9.9), and focuses on intra-
interestingness. Individual observer is shown successively each
of the Transportation dataset’s image (the observer’s distance to
the screen being 2-3 times the screen height, experiment is con-

Table 1 - Summary of the different experiments conducted for
the intra- and inter-interestingness assessement. Second col-
umn gives the targetted interestingness notion (intra / inter)
and the number of tested criteria (mono: interestingness only
/ multi: all 7 criteria).

Expe. Type,
Crit.

Protocols Popul. Image
nb.

A Intra, Ranking of at most 5 15 49
Mono words from a list of 10.

B Inter,
Mono

Pair-wise comparison
(PWC)

34 49

C Intra, Eye-tracking condition. 10+10 49
Inter,
Mono

Intra task: Mention the first
five most interesting ele-
ments.
Inter task: Decide on
whether each picture is in-
teresting.

DPWC Inter,
Multi

Pair-wise comparison
(PWC)

12 to
15

25

DT IR Inter,
Multi

Ten Images Ranking (TIR) 51 10

ducted in a dark room, free of noise). Each image is displayed
for 15 seconds. Observers have then 20 seconds to identify and
rank up to 5 words out of a predefined list of 10 to answer the
question : “According to you, which elements make this image
interesting?”. Word lists have been chosen by the same team of
six experts that created the dataset. The per-image word list was
created randomly once and then proposed to each participant, with
the only constraint of keeping concepts all together at the end of
the list. For each image, the proposed list contains mostly objects
(7 in average), while average number per image is 1 for living be-
ings and 2 for concepts. Table 2 gives statistics about the lists’
composition. 1 to 4 concepts are proposed for 96% of the images;
1 to 2 living beings are proposed in 78% of the images and each
list contains from 4 to 9 objects.
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Table 2 - Statistics on the proposed image word lists. Each
line gives respectively the percentage of images in the dataset
with N objects, N living beings, or N concepts.

Nb of Objects Living beings Concepts
0 - 22% 5%
1 - 61% 16%
2 - 17% 46%
3 - - 26%
4 2% - 7%
5 4% - -
6 22% - -
7 46% - -
8 21% - -
9 5% - -
10 - - -

Experiment B
34 naive observers are involved, through a pair-wise com-

parison (PWC) protocol. Observers were nearly equally balanced
between males (19) and females (15); their age average is 38.7
(stdev = 14.4). Again, observers are situated at the distance of
2-3 times the screen height. For half of them, the experiment was
conducted in a dark room, with no environmental noise. The other
half conducted the experiment in a familiar environment (e.g.,
their own place). This difference of (un)controlled protocol did
not show any influence on the experimental results afterward.

To avoid fatigue, each observer is only shown a subset of 294
pairs among the C2

49 = 1176 possible pairs, as described in [19].
For each pair, observers have to answer the question “Which of
these two images is the most interesting?”. Thus, only the in-
terestingness criterion is tested in this experiment. Image pairs,
extracted from the Transportation dataset, are displayed for 8 sec-
onds, but no time limit is fixed to record the observers’ votes.

From the resulting pair comparisons, a ranking of the images
is obtained thanks to the Bradley-Terry-Luce (BTL) model [28].

Experiment C
We conducted an eye-tracking campaign composed of three

different tasks. 30 participants (20 males, 10 females, age aver-
age = 35.2, stdev = 10.2) observed the same 49 pictures and were
confronted to one specific task. This latter goal is to mimic the
behavior of a visual analysis when assessing the local or global
aspects of interestingness. For each task, the participants were lo-
cated in a dark room, free of noise. Before each trial, the subject’s
head was correctly positioned so that his/her chin pressed on a
chin-rest. The SMI RED IView X system with a 50 Hertz sam-
pling has been employed. Each subject watched randomly the
complete dataset: the presentation time was 10 seconds for each
image and a grey/neutral image with a randomly located cross was
presented for 2 seconds between each image to minimize a poten-
tial centered bias. Participants were also informed that questions
can be asked after the presentation of a group of stimuli. The
questions were randomized and only asked in order to keep the
subject concentrated on the task.

We divided all participants over the three tasks. 10 partici-
pants were recorded in a free viewing condition, then they were
instructed to explore freely the pictures. 10 others had to rank

at most 5 interesting elements on their own (no predefined list
was proposed) (Experiment C-Intra) and the last 10 should decide
on whether the picture is interesting or not (Experiment C-Inter).
Note that we are considering on this paper only the users’ answers
(not the eye fixations) of these two latter tasks, that were collected
manually in parallel of the eye movements.

Experiments D
Two complementary experiments aim at identifying the

causes while inferring interestingness. Hence, they were con-
ducted after a first analysis of the results of experiment B. 25 im-
ages only were chosen from the transportation dataset, again with
a view of balancing as much as possible representatives from the
7 criteria but also with the constraint to be distributed as much as
possible within the ranking resulting of experiment B. This choice
was done empirically by the authors. Resulting 25 images are
shown with a red box in Figure 1.

For these experiments a same population of 51 observers was
tested, with following statistics: 34 males, 17 females, age aver-
age = 38.0, stdev = 11.0. Viewing conditions were the same as
for the experiment B. This time though, all seven criteria were
proposed for comparison.

These two experiments differ in their protocol. While first
experiment, DPWC, follows a Pair-Wise Comparison (PWC) pro-
tocol, as in experiment B, second experiment, DT IR, is based on a
Ten Images Ranking (TIR) protocol. Each tested person is asked
to successively follow one first experiment of type DPWC, 7 con-
secutive experiments of type DT IR, and a last experiment of type
DPWC, as described below.

• Experiment DPWC: Each user involved in this experiment
follows the exact pair-wise protocol as for experiment B,
with a task related to one criterion among the 7 input criteria.
For a given user, the pair-wise task was conducted twice,
on two different criteria. These 2 criteria were chosen to
balance as much as possible the number of responses among
all 7 criteria after each user, therefore leading to a population
of 12 to 15 users per criterion.

• Experiment DT IR: This experiment follows an image rank-
ing protocol. For each user, a randomly selected set of 10
images from the 25 input images, is displayed in two lines
on the screen. The user is then asked to rank them in in-
creasing order according to one criterion, e.g., for aesthet-
ics, from the least to the most aesthetics image. Viewing
conditions are identical to what is used for experiment B,
but all 10 images are presented at once to the user, and no
duration limitation is applied for the ranking task. Each user
proceeds with the ranking of the same 10 images for each of
the 7 criteria. Criteria are proposed randomly to each user
and for each of them, the 10 images are laid randomly in the
two lines at initialization time. Finally, all 7 criteria were as-
sessed on different sets of 10 images by 50 different users.
For the sake of comparison with the other experiments, rank-
ings that are obtained for each person for a given criterion
are converted into pair comparisons over the entire set of 25
images. BTL model is then used to obtain a global ranking
of the 25 input images, for all users.
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Evaluation metrics
In this section, more details are provided about two metrics

employed in the evaluation of collected data.

Inter-rater Agreement
Any experiment involving a task of data collection requires

a metric to assess the consistency between annotators, also called
raters or coders. Plenty of metrics (e.g., Percent Agreement,
Scott’s Pi, Cohen’s Kappa, Fleiss’s K, Cronbach’s Alpha and so
on) flourished in the literature during the last decades [22]. Con-
sequently, the experimenters face a critical choice: how to pick up
a relevant metric with the suitable properties adapted to their data.

In this study, we employ the Krippendorff’s alpha (α) metric
because it satisfies many crucial conditions to evaluate annotated
data [22]. First, it is neither sensitive to the number of collected
data nor to the rater’s order. Second, it raises a minimum and
maximum values which allow us to quantify some effects and
to draw a conclusion. Thus, 1 represents a perfect agreement,
while 0 reflects the absence of agreement. Third, it is applicable
to different measurements, such as nominal (specific categories),
ordinal (data ordering), interval and ratio data. Also, it is inde-
pendent from the format of collected data (e.g., number of cate-
gories, range of data). Finally, one useful property is its ability
to cope with missing samples which realistically occur in most
experiments.

Interestingly, Krippendorff’s α encompasses several known
metrics targeting specific cases. Thus, Spearman’s rank correla-
tion coefficient ρ is equivalent to Krippendorff’s α between two
raters for the ordinal data case. In the same vein, Pearson’s intr-
aclass correlation coefficient matches Krippendorff’s α between
two raters for the interval data case. Both correspondences are
valid when considering a large set of units or samples.

In its general form, Krippendorff’s α can be written as:

α = 1− Do

Dc
(1)

where the disagreement accountable to chance is expressed by Dc,
while Do is the disagreement observed among the collected data.
Coincidence matrices are built to express Do and Dc regarding
pair (m,n):

Do =
1
l ∑

m
∑
n

omnδ
2
mn (2)

Dc =
1

l(l−1) ∑
m

∑
n

lm · lnδ
2
mn, (3)

where l is the total number of annotated pairs, such as l =

∑m ∑n omn. Then, lm (or ln) represents the number of times the
element (often called unit) m (respectively n) is compared with
all other elements. omn is the collected observation when compar-
ing the units m and n.

Also, δ 2
mn stands for the metric difference which determines

the data type and measured reliability (nominal, ordinal, interval,
ratio). In this paper, we address only the nominal and ordinal
cases, for which the corresponding metrics are computed as fol-
low:

δ
2
nominal,mn =

{
0, i f m = n
1, else

(4)

δ
2
ordinal,mn =

(
g=n

∑
g=m

lg−
lm + ln

2

)2

(5)

For more details on inter-rater agreement and concrete examples,
the reader may refer to [21, 22].

Even though the author mentioned that there are no magical
numbers, he recommended α ≥ 0.8 to ensure the data reliability
and conceded a potential agreement if α ≥ 0.66 [21]. However,
the design of the metric penalizes a lot the agreement as soon as
one observer deviates from the others. As an example, let us de-
fine a pair-wise comparison experiment during which ten raters
have expressed their opinion. If only one observer over ten dis-
agrees, α drops from 1 to 0.6 (when 1 corresponds to full agree-
ment). Knowing the subjectivity associated to our task, we argue
that it may be acceptable to have lower Krippendorff’s alpha val-
ues than the known cutoffs.

Spain and Perona
Interestingly, one can, in a straightforward way, derive an

estimation of the Krippendorf alpha agreement metric from the
probabilistic model of Spain and Perona, which was mentioned as
a key contribution for the intra-interestingness assessment in [10]
and [11]. This is what we establish in this section.

Spain and Perona define an object’s importance in a partic-
ular image as the probability that a human observer naming ob-
jects will name it first. By modeling the process that generates
an observer’s sequence, they enable the measure of an object im-
portance from relatively few observers. The process of drawing
balls with different sizes from an urn without replacement mimics
the process of naming objects in an image. The size of the balls
are the parameters and model the objects’ importance. Maximum
likelihood estimation is used to fit the model to a set of object
sequences obtained from human observers’ annotations.

Still fitting to the analogy with the urn model, the probability
of the nth word in the list to be cited at rank r+1, p(n,r+1), can
be derived from the Spain and Perona importance p(n,1) in the
following way:

p(n,r+1) = ∑
σ∈SWn

r

p(σ)
p(n,1)

∑ j/∈σ p( j,1)
(6)

where SWn
r is the set of all ordered sequences containing r words

but not the word Wn. If the sequence σ contains r words indexed
by i j, p(σ) is given by:

p(σ) =
∏

r
k=1 p(ik,1)

∏
r−1
l=1 (1−∑

l
k=1 p(ik,1))

(7)

From this, we can estimate the coefficients of the reliability and
coincidence matrices detailed by Krippendorf in [20]. By con-
sidering C independent ordered sequences obtained from the urn
model with the above parameters, we match the case of a com-
plete reliability matrix (no missing data) for C observers where
the units are the balls. For a given sequence, the code for a given
ball is the rank at which the ball has been drawn. Each code oc-
curs exactly once per sequence and every unit is valued by exactly
C observers. The probability p(n,k,r) to obtain exactly k times
the ball numbered n at rank r is given by the binomial law:

p(n,k,r) =
(

C
k

)
p(n,r)k(1− p(n,r))C−k (8)
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Hence, coefficients onn located on the diagonal of the coincidence
matrix are given by:

onn =
1

C−1 ∑
r

∑
k

p(n,r,k)k(k−1) (9)

We can also compute the probability p(n1,k1,n2,k2,r) to get ex-
actly k1 times the ball n1 and k2 times the ball n2 at rank r:

p(n1,k1,n2,k2,r) =
(

C
k1

)(
C− k1

k2

)
p(n1,r)k1 p(n2,r)k2(1− p(n1,r)− p(n2,r))C−k1−k2 (10)

The coefficient on1n2 is obtained by:

on1n2 =
1

C−1 ∑
r

∑
k1

∑
k2

p(n1,k1,n2,k2,r)k1k2 (11)

From the general form given in [20] and considering the ordinal
metric, we obtain the following estimation of the Krippendorf’s
alpha coefficient:

α = 1− (NC−1)
∑c ∑k ock(k− c)2

∑c ∑k (k− c)2 (12)

where N stands for the total number of words, leading to the con-
clusion that, from the Spain and Perona probabilistic model, it is
possible to derive an estimation of the Krippendorf alpha metric.

Correlation and causality
In order to study the relationship that may exist between

the data of our experiments, we provide the R− square or R2

measurement, while fitting a regression line (or any other more
adapted model) between the data of the different experiments. In-
terestingly, R2 provides an indication about how well a simple re-
lationship can be found between two independent data sets. How-
ever, if it does testify of a link, this is not necessarily a link of
causality.

The higher the R2 (maximum is 1), the better the model fits
and the better the correlation. The R2 values must nevertheless
be assessed in accordance with the number of samples. Indeed, it
may happen that for a large sample set, the correlation ρ between
two variables is equal to 0, while for a smaller subset it exhibits
a high correlation. The significance of R2 values from observed
samples has to be checked in order to test the null hypothesis, i.e.,
the hypothesis that the observed value comes from a population
for which ρ = 0. The level of significance test (above which we
reject the null hypothesis) is set to 5% in this paper, meaning that
the measured R2 values have less than 5% likelihood of occur-
ring by chance. Table 3 recalls, for different numbers of samples,
corresponding cutoffs for significant values of R2.

Results
In this section, we first present our experimental results for

each of the two main notions independently, then jointly. For the
reasons described previously, we employ the Krippendorff’s alpha
reliability (KAR) [21] as agreement metric. This will allow to
compare agreement levels from the different tasks.

Table 3 - Significant values of R2 for a level of significance (p-
value) of 5%.

Samples# R2

10 ≥ 0.30
25 ≥ 0.11
49 ≥ 0.05

Intra-interestingness notion
Experiment A

In this experiment, 3040 words out of 3675 possible at most
were ranked by 15 observers, representing about 4 words per im-
age per observer. Table 4 presents statistics on the ranked-words
categories (objects, living beings and concepts) in experiment A.
These figures confirm that living beings attract viewers’ attention
more than objects and indicate a preference for concepts to point
out interestingness. This is clearly emphasized when focusing
only on top ranked words.

For the 49 images contained in the dataset we computed two
values of the Krippendorff’s alpha coefficient. The first one, di-
rectly from the 15 rankings and the second one derived from the
words’ importance obtained by using the Spain and Perona model.
A high correlation value is obtained between those two results as
shown on Figure 2. From the collected data of Experiment A,
we therefore establish empirically the validity of the theoretical
demonstration developed in section Spain and Perona.

Table 4 - Intra A - Statistics on ranked word categories.

Words in
database

All
ranked
words

Words
in Top 3

Words
ranked
1st

Number 490 = 3040 2173 735 =
49 x 10 49 x 15

Object 70% 63% 60% 51%
Concepts 21% 26% 29% 39%
Living beings 9% 11% 11% 10%

Figure 2. High correlation between the Krippendorf’s alpha coefficient di-

rectly computed from data and the one estimated from the Spain & Perona

model.
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Experiments A and C-Intra
For the word ranking task, in both experiments A and C-

Intra, we computed the importance of all words (490) according
to the probabilistic model proposed by Spain and Perona in [10]
from the collected data. Since in experiment C-Intra, there was no
list of preselected words, we discarded the cited words that were
not in the predefined word list of experiment A. Globally they rep-
resent 15% of the cited words. Among all first words proposed,
none is discarded, and only 3 were discarded among 343 at the
second rank. Hence, this reinforces the chosen list proposed by
the expert annotators in experiment A, and it also ensures a pos-
sible comparison between experiments A and C-Intra, as, at least
for the first two words, we came up with quite the same word list
from the observers themselves.

These levels of importance are strongly correlated (R2 =
0.46), advocating for a weak dependence to the protocols in the
case of the word ranking task.

Inter-interestingness notion
Experiment B

Thanks to BTL modeling, we end up with an interestingness
ranking of all images (see Figure 3), which shows promising qual-
itative characteristics: most interesting images seem to be mostly
aesthetics and/or unusual, whereas images drawing negative emo-
tions seem to be pushed to the bottom of the scale. These observa-
tions are partly confirmed later with complementary experiments
and objective statistical data.

Nevertheless, inter-observers’ agreement per image, com-
puted using the Krippendorff’s Alpha-Reliability, shows small
values as illustrated in Figure 4. As a conclusion, three scenarii
can be envisioned: either the universality of inter-interestingness
can be questioned, the task protocol should be reviewed, or the
chosen metric (KAR) is not applicable. However, agreement val-
ues seem to be higher at both ends of the interestingness scale
than for middle values, as confirmed by R2 = 0.29 when fitting a
polynomial curve to the data, which is intuitively understandable:
users agree more on what is most or least interesting.

R² = 0.2942 
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Figure 4. Experiment B - Inter-observers’ agreement (agreement values

are ranked according to interestingness).

Experiments B and C-Inter
In this section, we aim at finding a correlation between the

data collected in experiment B and in experiment C-Inter. While
a global ranking of all pictures on a scale is obtained in experi-
ment B, binary answers are aggregated in experiment C-Inter (in-
teresting = 1; not interesting =−1) for each participant and each
picture. Note that the two experiments do not have not a similar
task, in the sense that experiment B is a comparison task, while
in experiment C-Inter, an absolute assessment of interestingness
is collected. However, the global notion of inter-interestingness is
caught by both experiments.

For the sake of comparison, we need to derive a ranking with
all pictures from experiment C-Inter. In Figure 4, we demon-
strated that the inter-rater agreement is encoded along the ranking
scale, meaning that the agreement appeared higher for the most
and least interesting pictures. We assume the same behavior for
experiment C-Inter and translate the binary answers into a scale
dependent on the data agreement. To do so, we derive this scale
s as the ratio of collected answers regarding the interestingness
of picture i, expressed as si =

1
N (2ni−N), where N is the total

number of observers and ni the number of observers answering
positively to picture i’s interestingness.

We compare the obtained ranking to the one derived from
experiment B. Interestingly, global image interestingness values
measured from both experiments exhibit a significant correlation,
with a R2 value of 0.36.

However, per-picture agreements of both experiments show
no correlation. We also note that KAR values are globally higher
for experiment C-Inter than for experiment B (Figure 5).

Thus, we conclude that experiment C-Inter reproduces ex-
periment B’s ranking which can be then considered meaningful.
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Figure 5. Experiments B and C-Inter - Distribution of KAR values for all

pictures for both experiments.

Experiment DPWC
Similarly to what was proposed in Figure 4 for experiment

B, we were able to fit a polynomial curve, between inter-observers
agreement and ranking for each of the 7 criteria. For 7 criteria out
of 7, obtained R2 values (see Table 5) are significative enough
to demonstrate that users agree more on both ends of the rank-
ings than on middle range, which is, once again, intuitively un-
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Figure 3. Experiment B - Ranking of images per interestingness: from lowest (left-hand side) to highest (right-hand side) values. Right end of the scale: mostly

aesthetics and unusual images. Left end of the scale: mostly images with negative emotions.

derstandable. Nevertheless, as for experiment B, the small values
(mostly under 0.3) of inter-observers’ agreements whatever the
criterion should also be noted.

Table 5 - Experiment DPWC - R2 values obtained when fitting
a polynomial curve between inter-observers’ agreement and
ranking for each of the 7 criteria.

R2

Interestingness 0.2574
Unusualness 0.6572
Emotion 0.2741
Aesthetics 0.7349
Information 0.4034
Complexity 0.1912
Comprehensibility 0.515

In order to state on potential links between the 6 additional
criteria and interestingness, we also computed the correlations be-
tween their rankings and the interestingness ranking. All R2 val-
ues are proposed in first column of Table 6. Unusualness, emotion
and, to a lesser extent, aesthetics, appear to be correlated with in-
terestingness.

Table 6 - Experiments DPWC and DT IR - R2 values for correla-
tions between rankings of interestingness and of each other
criterion.

Interestingness and ... Exp. DPWC Exp. DT IR

...Unusualness 0.308 0.6461

...Emotion 0.2365 0.6433

...Aesthetics 0.1594 0.1301

...Information 0.064 0.2177

...Complexity 0.0624 0.2772

...Comprehensibility 0.0086 0.2827

Experiment DT IR
Again, we computed correlations between interestingness

and the 6 other criteria and show resulting R2 values in second
column of Table 6. Compared to experiment DPWC, this exhibits
higher correlations for all criteria. Unusualness and emotion are
especially well correlated, and to a lesser extent, so are infor-
mation, complexity and comprehensibility.The comprehensibility
curve, not shown in this paper, also exhibits some interesting neg-
ative correlation.

Experiments DPWC and DT IR
We present in Table 7, the correlations that exist between ex-

periments DPWC and DT IR, for all 7 criteria. In all cases, despite
the involvement of the same population, high R2 values are ob-
tained, voting for an equivalence of results between two different
protocols (pair-wise comparisons and image rankings), whatever
the criterion. Furthermore, two different groups of features can
be isolated: Group 1: unusualness, aesthetics, emotion, informa-
tiveness, interestingness and complexity (R2 > 0.6) and Group 2:
comprehensibility (R2 0.16).

To reinforce this result, we also computed the Spearman co-
efficients rho for each criterion either globally (see column 2 of
Table 7) or per user. For the later, for a given criterion, a rho
value per user was computed between the corresponding ranking
from experiment DPWC and the ranking given by chosen user in
experiment DT IR. In these distributions (see Figure 6), peaks for
high rho values mean that most of the users’ rankings are highly
correlated with the ranking obtained by pair-wise comparisons. It
should be noted that the criteria can be grouped in the same two
groups as what we obtained through ranking correlations.

Experiments B, DPWC and DT IR
Going further to what was presented in previous paragraph,

we concentrated on interestingness only and computed potential
correlations between all experiments: B, DPWC and DT IR.

Table 8 shows the obtained R2 values between interesting-
ness rankings for all 3 experiments. Overall, all conducted exper-
iments show interesting correlations, as R2 values are high enough
to be significantly representative. Higher correlations are obtained
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Table 7 - Experiments DPWC and DT IR - Correlations between
both rankings and Spearman coefficients for each of the 7 cri-
teria.

R2 Spearman ρ

Interestingness 0.69 0.79
Unusualness 0.85 0.92
Emotion 0.81 0.87
Aesthetics 0.82 0.95
Information 0.91 0.92
Complexity 0.67 0.85
Comprehensibility 0.17 0.24

either for identical protocols (experiments B and DPWC) or for the
same population (experiments DPWC and DT IR).

Intra- and Inter-interestingnesses
In this section, we attempt to find some link or common

mechanisms between the intra- and inter-interestingness experi-
ments.

Agreement
Since these two types of experiments produce incomparable

outputs, we focus on the per-picture agreement and composition
(proportion of objects, living beings and concepts).

First, we state on agreement values for both the intra and in-
ter tasks and observe that images reaching high, resp. low, agree-
ments in each task are not the same. In other words, no correlation
appears between the distribution of agreements collected for each
experiment A, and B or DPWC. It seems that the mechanisms
involved for assessing the global and local interest of a picture
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Figure 6. Experiments DPWC and DT IR - Spearman rho distributions for all

criteria between both experiments, following the groups’ notations elaborated

on ranking correlation.

Table 8 - Experiments B, DPWC and DT IR - Correlations of inter-
estingness rankings.

Exp. DPWC Exp. DT IR

Exp. B 0.5769 0.5101
Exp. DPWC na 0.6933

differ and conduct to different agreements. Thus, a picture with a
low agreement in the intra-interestingness task may lead to a high
consensus for the inter-interestingness task.

Second, we investigate the proportion of objects, living be-
ings and concepts as a factor explaining the strong agreement of
some pictures. We did not find any evidence of relationship be-
tween them, whatever the experiment.

Link with Spain & Perona
For every image in our dataset, and for Intra A, we observe

a very good fitting of the distribution of objects’ importance ob-
tained with the Spain & Perona modelization to a single parameter
exponential model in the log-log domain. On the dataset, the av-
erage of the squared Pearson coefficient R2 is higher than 0.88
with a minimum value at 0.66.

Comparing the image ranks obtained in experiment DPWC
with the parameters of the exponential model, we did not success
in pointing out any significant correlation level. When focusing
more on the particular importance of the three word categories,
objects, concepts and living beings in every image, we did not
observe any particular distribution correlated with the image rank.

In other words, if concepts and living beings seem to be the
most interesting elements within an image, they do not seem to
impact the interestingness of the image when it is compared to
some others.

Discussion
This paper presented an original work on the concept of in-

terestingness within and between pictures. First, we introduced
the concept of intra-interestingness (local or within) and of inter-
interestingness (global or between). Second, we designed a ded-
icated dataset employed in all experiments. Third, we designed,
set up and discussed five complementary experiments. In the fol-
lowing discussion, several key aspects are developed: from the
data reproducibility to the concept universality via the potential
underlying or correlated criteria related to interestingness.

Linking the local and global aspects of interest-
ingness

This first investigation of the intra- and inter-interestingness
on the same dataset did not conduct to find any evidence of
a relationship between these two notions. The task of intra-
interestingness conducted to a higher agreement between anno-
tators than the one of inter-interestingness. We could not find
any correlation between the two tasks, even when considering
subgroups of pictures with specific features (repartition of con-
cepts/living beings/objects), top ranked words and so on.

Also, the inter-interestingness final ranking cannot be linked
to the Spain & Perona distributions, obtained from the word rank-
ings in the intra-interestingness experiment.

As a conclusion, we were not able to draw a picture for mod-
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eling conjointly the two notions. Finding a link would have al-
lowed to design a two-stage model, which could benefit from one
notion to enrich the modeling of the second one. However, our
experiments do not allow to state on the fact that the brain mecha-
nisms for each task correlate and require a common architecture.
This point clearly needs more investigations.

Reproducibility of interestingness tasks
Intra aspect

By performing twice the task of intra-interestingness with
two different protocols, we aim at finding correlated results.
While in experiment A the subjects had to select the first five most
interesting elements within a list of ten proposed words, another
group of participants were placed in a context of eye movement
measurement in experiment C with a similar task of citing the
five most interesting elements but without a predefined list. By
applying the model of Spain and Perona, we could estimate the
importance of each word with respect to the original list.

We evidence a significant correlation between the two ex-
periments. Since the same word ranking is reproduced in two
different protocols, we do believe the intra-interestingness task
is doable, the concept is understood by naive subjects. Conse-
quently, the agreement is strong in that sense.

Inter aspect
Regarding the global aspect of interestingness, we set up

three different protocols to derive a potential correlation between
the picture rankings. Hence, a pair-wise protocol (Experiments B
and DPWC), an eye-tracking protocol with a task about the global
interestingness nature of viewed pictures (Experiment C-Inter)
and a simultaneous ranking of 10 pictures (Experiment DT IR) are
used.

In all cases, we clearly evidence important correlations be-
tween the three resulting rankings for interestingness, as stated in
the Results section. These correlations may nonetheless be some-
what debated by a few arguments related to the experiments con-
ditions.

Hence, considering the experiments B and C-Inter, the rank-
ing scores of C-Inter are not directly collected but derive from the
agreement values per picture. This is potentially questionable in
terms of methodology. Also, a smaller correlation is obtained be-
tween experiments B and DT IR, for which both the population and
protocol are different. Indeed, experiments B and DPWC share the
same protocol, whereas experiments DPWC and DT IR share the
same population of observers, and both reach higher correlation
values. Nevertheless, all these correlation values are still mean-
ingful, even for a significant demanding level (p-value ≤ 0.001).

Considering again the experiments B and C-Inter, we evi-
dence a higher agreement for the absolute rating of interestingness
versus the ranking through pair comparison. Thus, we conclude
that it is surprisingly easier and more universal to assess the global
interestingness, absolutely and without a reference, than by com-
parison. Indeed, the pair-wise comparison protocol is known in
self-reporting to ease the observers’ assessment, since making a
decision by preference is simpler than absolute rating [29]. One
explanation could be the long experiment duration and associated
lassitude in the case of experiment B.

Consistent results are obtained for the 6 additional tested cri-
teria when comparing rankings for experiments DPWC and DT IR,

reinforcing our conclusion that whatever the protocol, and to a
lesser extent whatever the population, we were able to apprehend
the global characteristics of such criteria.

As mentioned for intra-interestingness, this proves the valid-
ity of measuring and further modeling such criteria. Once again,
the reproducibility of results legitimates the strength of the ob-
served agreements, despite their moderate value.

Correlated criteria
Experiments DPWC and DT IR aim at quantifying the role of

other criteria in the assessment of interestingness. Some of them
are well studied in the literature, e.g., emotion, aesthetics, com-
plexity, unusualness while others remain unexplored in terms of
annotation and modeling, e.g., comprehensibility, information.

Experiments DPWC and DT IR both exhibit correlations be-
tween interestingness and the 6 other studied criteria. Both un-
usualness and emotion happen to be highly correlated to interest-
ingness, whatever the experiment DPWC and DT IR. Experiment
DT IR also shows correlations for the other 4 criteria, which in
decreasing order are comprehensibility, complexity, information
and aesthetics. These results reinforce what could have been intu-
itively deduced and what was sometimes also said in the literature
[14], at least for unusualness and emotion. It is also interesting to
note that for both experiments, comprehensibility was inversely
correlated to interestingness, driving the conclusion that an eas-
ily understandable image tends to be less interesting, contrary to
what was said in [5, 6].

Apart from aesthetics, correlations with the 3 other criteria,
comprehensibility, complexity and information were not present
in experiment DPWC. We may wonder if these differences do
come from the bigger size of population for experiment DT IR, or
from the protocol. It may also reflect the difficulty that people had
to assess some of the criteria. For instance, complexity was appar-
ently not well understood by observers during experiments, if we
consider their spontaneous questions on how complexity was de-
fined. Another reason of this difference may also be the subjective
interpretation of each criterion depending on the observers.

In any case, these correlations are a first answer towards a
feasible modeling of the interestingness notion, although correla-
tion does not necessarily means causality.

Agreement and universality
This section aims at discussing the universality of interest-

ingness. Some of our first results highlighting strong correlations
between interestingness rankings for different protocols and pop-
ulations clearly allow to establish, to a certain extent, the exis-
tence of interestingness universality. In our experiments, we fur-
ther showed that intra and inter interestingness notions exist and
are understood by people. They can also be measured on average.
Of course, additional experiments with totally different popula-
tions, from different cultural backgrounds for example, should be
conducted, to verify that universality goes beyond cultural dif-
ferences. This last point may highlight differences, especially if
unusualness causes interestingness, as we tended to conclude. In-
deed, what is unusual for some population may be perceived dif-
ferently for some other population; this is the cultural heritage
(e.g., 2nd row, 6th image in Figure 1, Asian train).

Nevertheless, our conclusion that extrem pictures get more
agreement than neutral or middle pictures in the interestingness

©2016 Society for Imaging Science and Technology
DOI: 10.2352/ISSN.2470-1173.2016.16HVEI-139

IS&T International Symposium on Electronic Imaging 2016
Human Vision and Electronic Imaging 2016 HVEI-139.10



scale is also leveraging interestingness universality at least for
some categories of pictures. Moreover, one should look at the low
values of agreements reached by our experiments against what is
generally obtained in the literature for some other criteria such as
aesthetics, emotions [30]. For these criteria, agreement values are
in the same range, although it has been proven that modeling was
still a difficult task, but feasible. This tends to vote for a possible
modeling of interestingness for an average observer, with the un-
derlying idea that this notion reaches at least a certain degree of
universality.

This paper also brings a highlight on inter-rater agreement
metrics. While these latter have been discussed in the litera-
ture and argued to be universal or rather well designed for some
specific cases, most of them suffer from proposing a meaningful
scale, leaving any experimenters into deep consideration about its
exploitation. This is reinforced when considering subjective tasks.
In this paper, we favor the reproducibility of experiments as a ma-
jor argument to the agreement and provide the related scores from
the Krippendorff metric. Most of these computed values were low
and very far away from 0.66, such as arbitrarily recommended by
Krippendorff [21]. Nevertheless, this paper set up some subjective
and difficult tasks and could serve as proposing reference values
for future studies.

Future directions
Regarding the observations on the distribution of agreements

as a function of ranking, we recommend to restrict any model’s
outputs to three categories/classes, i.e., low, neutral and high inter-
estingness levels. This would encompass the potential uncertainty
on annotations and seems more realistic to ensure exploitable out-
puts from the model.

In terms of protocols, we evaluated four of them to mea-
sure the global interestingness of a picture. It seems that they
are all reliable in the sense that they provide meaningfull rank-
ings. However, we could advice to employ an absolute rating of
interestingness, since this protocol provides a higher agreement
(in our case) than pair-wise comparison and allows the annotation
of a larger amount of stimuli at constant duration. Thus, it paves
the way to the very popular large scale annotation process through
crowdsourcing.

Beside the question of protocols for collecting data, the em-
ployed stimuli remain a tricky aspect of this kind of study. As a
strategy to create our dataset, we purposely restrict our study to
a specific category of pictures, but without controlling finely the
low-level stimuli features (spatial frequencies, color...) and their
semantic composition. This could be a way to refine the dataset
or create a new one more objectively.

Finally, since we did not find any evidence of links between
the local and global aspects of interestingness with the presented
data, we plan to later exploit the eye movements collected for
these two tasks to attempt to draw a conclusion about this point.

Conclusion
This paper exhibits several novelties compared to previ-

ous works on interestingness. First, we refine the state-of-
the-art attempts by introducing two concepts: intra- and inter-
interestingness. Following this formulation, we propose four ex-
perimental protocols: 1/ object ranking with a pre-defined word
list, 2/ pair-wise comparison, 3/ eye-tracking recording under

three conditions and 4/ image ranking. Some of them have never
been addressed within the topic of interestingness.

We take advantage of experimenting on the same dataset to
draw new crossed links between the local (intra) and global (in-
ter) notions of interestingness and their characteristics. In addi-
tion, we bring deep insights related to the criteria responsible for
assessing the picture’s interest and go further towards the under-
standing of the universal character of interestingness.

The introduction of categories of observers could be fur-
ther explored through additional experiments on user-related and
context-related interestingness. Our conclusions will serve as a
necessary and strong basis for a future computational modeling
of content interestingness.
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