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Abstract 

This paper proposes an image fusion method for a single 
sensor based RGB+NIR (near infrared) MFA (multi-spectral filter 
array) sensor system. Unlike conventional color filter arrays, Bayer 
patterns, MFA sensors can receive not only visible band information 
but also NIR band information by using a single sensor system, 
which does not need to be registered. The main reasons for using 
MFA sensors are to increase object discrimination in the target 
images and improve the brightness of visible band images in 
extremely low light conditions by using NIR bands. As described in 
this paper, the fusion method consists of resolution fusion and color 
fusion, both of which are based on the texture decomposition method. 
In the experimental results, we compared the visible band, which is 
the input image for the fusion method, and fused the output image 
with the NIR band. Fusion results showed higher object 
discrimination and produced less noise than input visible images. 

Introduction  
Multispectral imaging systems have emerged as visible bands 

for handling the limitations of visible band information. By 
exploiting the fine spectral differences between various natural and 
artificial materials of interest, these systems can support improved 
detection and classification capabilities relative to visible bands and 
other spectral information. By using multispectral information, the 
image fusion method is useful for making images visible to the 
human eye. The image fusion method maximizes resolution. It 
follows the colors of visible bands by fusing the visible band 
information and the invisible band information with the 
multispectral information. Ideally, the goal of multispectral image 
fusion is to represent all the visual information contained in multiple 
source images into a single fused image without introducing 
artifacts or information loss. 

To obtain spectral information, multi-sensor based 
multispectral imaging systems have been developed. When using 
these systems, however, resolution can be limited when producing 
multispectral information because of differences among the sensors 
such as physical location, pan, tilt, and zoom. A MFA (multispectral 
filter array) sensor has been developed to solve these limitations. 
These sensors can receive light on the same lens and they are 
appropriate for fusion since they do not require registration. In 
addition, they produce the same optical character through the same 
lens. As one sensor receives the multispectral information, fusion 
becomes easier than when using multisensory systems. 

A disadvantage of multispectral sensing, however, is that the 
spatial resolution is often coarser when viewed through the same 
lens than when using only visible band sensors. Therefore, enhanced 
spectral fidelity often comes at the expense of spatial fidelity, and 
fine resolution can be lost. A wide variety of fusion algorithms have 
been studied to find a solution to this problem. For example, this 
paper suggests a texture decomposition based fusion algorithm, 
which takes into account the differences observed in previous 

studies. The proposed algorithm is based on total variation (TV) 
minimization inspired by [2]. The most widely known form was 
introduced in image processing by [3] for image segmentation and 
later by [1] for noise removal through the optimization of a cost 
function. Unlike pre-designed filter methods, the suggested method 
can be used adaptively with any image. 

Because of strong edges in the images, resolution 
maximization was easier. As the brightness increased by strong 
reflectance of invisible bands in the objects, excess artifacts were 
suppressed and texture information was stably maximized along the 
strong edges. To merge the decomposed information, we used 
fusion rules suitable for texture decomposition. 

Fusion Method 
Maximized resolution and accurate color representation can be 

expected when using MFA sensor information that merges NIR 
information and RGB information. However, it is difficult to 
maximize resolution, improve sensitivity, and represent accurate 
color in the RGB domain. If the fusion that improves sensitivity by 
using NIR information in the RGB domain is performed in each 
channel, it is extremely difficult to maintain the unique hue and 
saturation. A sense of color of the entire image depends on the hue. 
The color composition changes since hue is one of the main 
properties of color. Thus, to achieve effective resolution and color, 
we had to separate the color information and resolution information. 

In the experiments, we used a YUV converter based framework 
to separate the resolution (or luminance) domain and the color 

Figure 1. Characteristics of MFA sensor. (a) MFA sensor pattern. (b) RGB 
color image from MFA. (c) NIR band image from MFA. (d) Spectral response 
of MFA containing the NIR 
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information domains. The separated resolution information 
performed the color information and individually optimized the 
algorithm to maximize the image resolution. Likewise, an optimized 
color representation algorithm was performed by using color 
channel information in which the resolution information was already 
separated. The Y channel presents the luminance information of the 
images. This is because the human vision system recognizes this as 
image resolution. Through the luminance information fusion of the 
NIR band and the Y channel information of the visible band, we 
were able to maximize resolution and improve image sensitivity. By 
performing individual fusion, the unique hue of the images was 
maintained.  

Regarding the fusion of multispectral images, the fusion of the 
luminance information was a significant factor. This is because the 
luminance information in the human visual system controls the 
image resolution. Fusion algorithms usually start from a dividing 
characteristic basis. Each characteristic basis performs fusion by 
using the fusion rule that each algorithm suggests. In general 
methods, the characteristic basis is decomposed by sub-bands 
produced by wavelet transform techniques. These conventional 
methods decompose image luminance information and make it 
suitable to cut-off frequencies obtained by pre-designed filters. In a 
more advanced way, filter phases also can be diversely designed and 
separate frequency information can be obtained in various ways. 
The separated sub-band maximized information appears in images 
obtained by performing fusion according to each individual fusion 
rule. However, there are several limitations to this approach. First, a 
predesigned filter library should be used. Designing filters that 
reflect image character is not an easy process. Moreover, 

manufacturing a filter library for each separate image is an 
extremely time consuming process. Second, segmentation between 
strong edges and detailed parts is difficult. NIR reflectance presents 
different material reflection characters from the visible bands. If 
each object reflection is different, there are several fusion issues in 
the strong edges of the object edges. When high-frequency areas are 
divided by using a sub-band decomposer, there is a trade-off 
between obtaining detailed information and finding strong edges. In 
addition, by using the maximum selection method with high 
frequency information to stress detail, artifacts can occur along the 
strong edges (object edges). On the other hand, a loss of detailed 
information can occur when reducing the high-frequency energy in 
order to stabilize the strong edges.  

In order to solve this issue, this paper presents a texture-
decomposer method that is different from the sub-band decomposer. 
This texture decomposer method was used to separate the strong 
edges and the detailed texture information. The textures within the 
images contained mainly high frequency information such as 
oscillated patter and detail. The information remaining after the 
texture was separated from each image is called base information 
and this showed the structural information of each image, which was 
used to separate the object edges. Natural image sensitivity depends 
on this base information fusion which controls the entire image 
brightness. At strong edges, image texture information fusion 
maximizes detail information without leaving any artifacts. 
Moreover, it can be stably used without a particular filter library and 
it also can be used in every image regardless of image character, 
again without any particular filter library. The individual fusion-rule 
was used to merge the component separated texture information and 

Figure 2. Block diagram for the proposed fusion method 
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the base information. Finding the average value is the simplest way 
of fusing the base channel information and fusing data at a particular 
ratio such as a one to one ratio between the visible bands and the 
NIR bands. Thus, in this paper, we propose a fusion ratio parameter. 
This parameter can control the reflection ratio of the NIR 
information in the fusion results. Thus, we obtained output images 
at a diverse fusion ratio by using the proposed algorithm. 

Texture decomposition with variation 
minimization: 

It is necessary to separate texture and base information before 
using the luminance channel of the input visible band image and the 
luminance channel information fusion of the NIR band. This paper 
describes total variation minimization based texture decomposition 
[2]. We have an observed image which is a luminance channel of 
the input visible band or the NIR band.  

Given y finding another image b is a simplification of y . In 
general, b  is an image formed by homogeneous regions and sharp 
boundaries. Most models assume that  

),(t),(b),(f vhvhvh  , (1) 

where t  is a significant piece of small scale repeated detail (texture). 
Texture can be defined as a repeated pattern of small scale details. 
This type of pattern can be modeled by oscillatory functions taking 
both positive and negative values, with a zero mean value. The 
textured component t  is completely represented using two 
functions )( 21 g,g . Let RR2 :y  be a given image. In this 
paper, the observed image y  is the texture version of the true image 
b , and b  would be a sketchy approximation of y . [2] proposed 
cost function; )E(b , which is 

tby,||t||bbE *   ||)( , (2) 

where λ>0 is a tuning parameter. The second term in the energy is a 
fidelity term used to remove small details while retaining essential 
features and sharp edges. And then, [2] defines t , which is 

21 ggt vhvh ),( , (3) 

Then [3] is the proposed cost function 
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where 0,  are tuning parameters, and p . 

Local saturation adaptive base fusion: 
Base separated by texture decomposer suggests fusion 

algorithm. Each band of the visible bands and the NIR bands was 
represented as nv b,b . The global fusion ratio parameter was 
represented as )( 10  gg ww . The global fusion ratio parameter 
can control the sensitivity of the entire image. If gw  gets higher, the 
ratio of nb increases while gw  gets lower ratio of nb  decreases. 

gw  is a user selection parameter and it is able to control brightness 
according to a user’s choice. The point of using the base fusion 
algorithm is to obtain a stable result depending on the alteration of 
the global fusion ratio parameter. The more the base of the NIR band 
is reflected, the greater the increase of the image sensitivity. 
However, a wash out effect can occur in object areas where 
saturation is high. In general, saturation enhancement can be used 
when wash out effects occur. However, increasing the luminance 
can cause an overflow of a particular channel in the RGB domain. 
In this case, saturation enhancement is not effective. This paper 
suggests a local saturation adaptive base fusion algorithm in order 
to solve this problem. This algorithm decreases the local base fusion 
ratio in areas with high saturation energy. Because we assumed that 
the highly saturated regions were marked bright, enhancing the 
sensitivity by fusing the NIR bands was unnecessary. The saturation 
energy can be described as 

),(v),(u),S( vhvhvh  , (5) 

where ),S( vh denotes saturation energy vh,  at the pixel location. 
Through the estimated saturation energy, the proposed base fusion 
strategy can be described as 

)),DF(S(),( vhwvhw gb   (6) 

Figure 3. Texture decomposition results. (a) original input image. (b)  base 
information image.  (c) texture information image. 

Figure 4. Experiments on real image. (a), (d) RGB input image from MFA. (b), 
(e) NIR input image from MFA. (c), (f) fused output image with texture 
decomposition 
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where ),(b vhf  denotes the fused base for the output images, 
),( vhwb  denotes the pixel-based weighting parameter for the NIR 

band base information, denotes the global fusion ratio parameter and 
τ is the tuning parameter. )DF(x  is a second order function 
designed as a decreasing function. The ),( vhwb  value decreases 
when saturation energy ),S( vh  increases and ),( vhwb  becomes 
zero when ),S( vh  is bigger than  . 

This paper proposes a fusion algorithm of texture separated by 
a texture decomposer. Because much of the texture was already 
separated from the strong edges, we obtained the maximum 
resolution by using texture. Generally, texture fusion can solve the 
focus issue at each band. When images are well-focused in either 
the NIR or visible band, the texture of each well-focused image can 
be used by fusion. Moreover, through fusion, texture fusion can 
naturally present texture which is invisible in the visible bands, but 
not in the NIR bands. Base fusion can prevent artifacts at the object 
edges or in the strong edge regions. In addition, texture fusion can 
maximize the texture information individually. Each visible band 
and NIR band represents texture as nv t,t . Texture fusion can be 
described as  
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where ),(t vhf  denotes the fused texture for the output images and 
where   denotes a very small parameter used to avoid dividing by 
zero. Through 2)),(t( vhn  and 2)),(t( vhn , the fusion ratio reflected 
at the output texture was determined. The bigger absolute value, the 
higher weight it gained. Therefore, the texture information was 
maximized. 

Experimental Results 
Two types of characteristics, the visible band image (input) and 

the result of the fusion method image (output), were compared to 
verify the performance of our proposed fusion method. The 
experiment was conducted under various light intensities – 500Lux 
(high illumination), 120Lux (normal illumination) and 1Lux 
(extremely low illumination) - under 3000K (incandescent light) 
condition, and results are presented in figures 4 and 5. Especially, 
more extreme environments were used with incandescent light due 
to its inequality of light energy that the RGB and each channel 
received since the incandescent light contained most of the 
frequency of the light source concentrated in the near infrared side. 

The overall procedure for the RGBN patterns was composed of 
the following two parts: color interpolation for each channel and 
RGB+NIR fusion. For the RGBN pattern, the results of the color 
interpolation based DLMMSE [4] and the proposed fusion method 
were compared respectively. Although there are lots of color 
interpolation methods other then the DLMMSE, the DLMMSE 
method was used in these experiments, because it is widely known 
in the color interpolation literature. 

As shown in figures 4-5, the visual results of the proposed 
method show less false color and fewer grid artifacts in the edges 
and details than the input images. In addition, the fused results 
increased object discrimination in Figure 4 (d, e, f) and Figure 5. As 
shown in Figure 5 (b, d), furthermore, because of using NIR, which 
has very high sensitivity in extremely low light conditions, the fused 

Figure 5. Experiments on real image in general illumination and low illumination. (a) RGB input image in general illumination (120Lux) by incandescent. (b) fused 
output image in general illumination (120Lux) by incandescent. (c) RGB input image in low illumination (1Lux) by incandescent. (d) fused output image in general 
illumination (1Lux) by incandescent. 
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results show less noise and fewer color artifacts than the input 
visible band images. For comparison of color expression with 
visible band images, in Figure 5, despite the merging of the NIR 
information, the color expression of the output images was quite 
accurate. Especially in Figure 5 (c, d), the fused images show less 
color noise and seem to have improved. 

Conclusion 
This paper proposed an image fusion algorithm through a 

RGB+NIR MFA (multispectral filter array) sensor system. 
Generally, NIR band information can improve object discrimination 
in visible band images. Moreover, the sensitivity of image sensors 
can be improved by using NIR band information in low illumination 
environments, where the proposed fusion algorithm can supplement 
the visible band information by reflecting the NIR band information, 
and improve the overall brightness of the images.  
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