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Abstract
Establishing dense correspondence fields between images

is an important issue with many computer vision and computa-
tional photography applications. Although there have been sig-
nificant advances in estimating dense correspondence fields, it
is still difficult to find reliable correspondence fields between a
pair of images because of their geometric and photometric vari-
ations. In this paper, we propose an unified framework for es-
tablishing dense correspondences, consisting of sparse matching,
multilevel segmentation, and derivation of affine transformations.
Dense correspondence fields are estimated via winner-takes-all
(WTA) optimization by utilizing affine transformations, derived
from spare matching and multilevel segmentation. The proposed
method reduces a size of label search space dramatically, and fur-
ther extends the dimension of label search space, by leveraging
affine transformation with the multilevel segmentation scheme.
Our robust dense correspondence estimation is evaluated on ex-
tensive experiments, which show that our approach outperforms
the state-of-the-art methods both qualitatively and quantitatively.

1. Introduction
Estimating dense correspondence fields is one of the most

important tasks in computer vision applications. Conventionally,
it has been studied by focusing on a stereo matching [4, 24, 25]
and an optical flow estimation [26, 27]. Recently, dense corre-
spondences for further general images, which have high variabil-
ity such as different viewpoint, different scales, and different rota-
tions, has been popularly studied. Although many approaches are
proposed to estimate dense correspondence fields between two
images [3, 6, 8, 10, 12, 16–19], dense correspondence fields es-
timation is still challenging because of two main reasons: (1)
photometric variations due to illumination variations or camera
setting, and (2) geometric variations due to viewpoint changes,
object pose changes, and non-rigid deformation of objects [16].

To solve these problems, many researchers have attempted
with various approaches [3, 6, 8, 10, 12, 16–19]. To provide a ro-
bustness to photometric variations, illumination invariant descrip-
tors were employed such as SIFT [11], SURF [9], SID [13] and
DAISY [7]. However, they have an inherent limitation on geo-
metric variations. Some of previous efforts tried to solve these
problems as global models [3, 6, 16–18], such as 2D pixel-level
Markov random field (MRF) model and spatial pyramid model.
Others tried to solve them by local methods [8,10,12,19] such as
nearest-neighbor search and PatchMatch schemes. SIFT flow [3],
PatchMatch Filter (PMF) [10], and Deformable Spatial Pyramid

(DSP) [6] set the matching cost in their models with fixed scale
and rotation. Accordingly, they failed to find correspondence
fields with scale and rotation variations. To settle the limita-
tions caused by fixed scale and rotation, Recent works suggested
DAISY Filter Flow (DFF) [12], variants of SIFT flow [17,18], and
Generalized deformable spatial pyramid (GDSP) [16]. In these
approaches, estimating dense correspondence fields can be casted
by discrete labeling of displacement and even geometric varia-
tional fields (e.g. scale and rotation). They enhanced matching
performances between images having geometric variations by ex-
tending the dimension of label search space, but still have limited
performance because of quantized scale and rotation term. Fur-
thermore, a large size of label search space might bring lots of
complexity.

To alleviate these limitations, we propose an unified frame-
work to deal with large photometric and geometric variations be-
tween images, by utilizing affine transformation and multilevel
segmentation. To reduce the size of label search space, we em-
ploy a segmentation scheme based on the assumption that pixels
on a segment should have similar correspondence fields. We then
employ sparse feature matching to derive the candidates of labels.
The label of each segment is built by deriving affine transforma-
tion matrix, which implies large geometric variations, with sparse
matching points in the segment. To solve the problem due to lack
of sparse matching points or wrong sparse matching points, we
augment the candidates of labels by employing multilevel seg-
mentation.

Our contributions are summarized as follows. First, we uti-
lized the affine transformation matrix derived from sparse match-
ing points in each segment, which broadens the dimension of label
search space and enables itself to deal with large geometric vari-
ations while reducing computational time. Second, we employed
multilevel segmentation to complement the inaccuracy of labels
induced from sparse matching points in each segment and enrich
the candidates of labels. Finally, we provided qualitative evalua-
tions of recent studies including ours on various data sets.

The remainder of this paper is organized as follows. In sec-
tion 2, we enumerated recent approaches estimating dense cor-
respondence fields. We formulate the problem and propose the
method in section 3. Experimental results are presented in section
4. Finally, we conclude the paper in section 5.

2. Related Work
Many approaches have been developed in the area of esti-

mating dense correspondence fields. As a pioneering work, SIFT
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Figure 1. Framework of the proposed method. Our approach first employ initial sparse feature matching and multi-level segmentation. Based on those fields,

affine transformation fields are then estimated. With a cost volume construction and filtering, reliable correspondence fields can be estimated. By an iterative

scheme, final dense correspondence fields can be estimated.

flow [3] based on Markov random field (MRF) model gives inspi-
ration to many further research directions. In SIFT flow [3], SIFT
descriptor [11] of each pixel is extracted and the energy function,
established including small displacement and spatial regulariza-
tion, is minimized by a dual loopy belief propagation. However,
its performance is limited because it does not deal with scale and
rotation. To alleviate this limitation, based on SIFT flow, other
approaches are proposed with extended label search spaces with
considering scales or rotation. Scale-Less SIFT (SLS) [17] im-
proved its performance with multiple scale SIFT descriptors, and
scale-space SIFT flow (SSF) [18] increased the label search space
by adding scale term in SIFT flow [3].

Unlike MRF based methods, other approaches based on
PatchMatch [8] have been proposed. PatchMatch is much faster
than MRF optimization due to its randomized scheme, but it does
not guarantee smoothness of labels. In addition, PatchMatch is
not robust to photometric variations because it does not utilize
illumination invariant descriptors such as SIFT or DAISY. A gen-
eralized PatchMatch (GPM) [19], which generalized PatchMatch
scheme, finds the fields by searching nearest neighbor fields with
consideration of scale and rotation. However, it can not estimate
accurate correspondence fields since it does not provide smooth-
ness of the fields. PatchMatch Filter (PMF) [10] searches label
by employing PatchMatch method and edge aware filtering with
SIFT descriptor to solve the label’s discontinuity and the photo-
metric variation problem. Recently, DAISY Filter Flow (DFF)
[12], which employs DAISY descriptor and PMF, extended label
search space including scale and rotation. However, the computa-
tional complexity increases with extended label search space and
even the extended label search space does not cover whole geo-
metric variations.

Deformable spatial pyramid (DSP) [6] uses a pyramid graph
model with SIFT descriptor. It can be also extended to multiple
scale matching approach with a scale term and a scale smooth-
ness term. More recently, generalized deformable spatial pyra-
mid (GDSP) [16] which deals with scale and rotation variations
is an extending version of DSP. It produces satisfactory results
invariant to geometric deformations, but it causes seriously high
complexity. Unlike those methods, our approach provides highly
reliable matching results while providing very low computational
time.

3. Proposed method
3.1. Motivation and overview

Given two images which have large photometric and geomet-
ric variations, our goal is to estimate dense correspondence fields
tp = (up,vp) where p denotes a pixel in an image. To handle
scale sp and rotation θp for pixel p, the dimension of the search
space is extended by 4-dimensional space tp = (up,vp,sp,θp).
However, this 4-dimensional search space causes a lot of com-
putational complexity. In addition, many discrete quantization
scheme for geometric fields (sp, θp) [12, 16, 18] might degrade
the matching performance while providing artifacts.

To reduce the search space and guarantee robustness of the
dense correspondence fields, we introduce an unified framework
summarized in Figure 1. First of all, sparse feature matching is
conducted in the source and target image, and multilevel seg-
mentation is employed in the source image. The source image
is segmented based on the assumptions that pixels in each seg-
ment are from the same object and their correspondence fields are
similar. With sparse matching points in each segment, the affine
transformation matrix is derived in each segment. Finally, to find
the optimal dense correspondence fields, cost volume filtering and
winner-takes-all (WTA) optimization are conducted, and this pro-
cess is repeated until it converges. In the first iteration, the cost
volume is constructed with the affine transformations from lower
level linked-segments. After first iteration, cost volume is con-
structed with the affine matrices from adjacent segments. With
some iterations which is from cost volume construction to opti-
mization, more accurate dense correspondence fields are updated.
In section 3.2, We describe the advantage of affine transformation
approach and method. Also, we explain the multilevel segmen-
tation method in section 3.3 and cost volume filtering in section
3.4.

3.2. Affine transformation between two images
The affine transformation can be useful in estimating dense

correspondence fields between images which have a variety of
geometric deformations [23]. The affine transformation matrix H
whose size is 3-by-3 can be decomposed as follows:

H = T ·S ·R · S̃ (1)
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(a) (b) (c)

Figure 2. Robustness of affine transformation. (a) and (b) are a pair of

images which have geometric deformations, and (c) is a rotationally trans-

formed image of (b). The yellow boxes shows that geometric deformation of

(a) and (c) is not uniformly scaling. As shown in (c), affine transformation

fields can deal with more challenging scenarios.

(a) level-1 segmenta-
tion

(b) level-2 segmenta-
tion

(c) level-3 segmenta-
tion

(d) level-4 segmenta-
tion

(e) level-5 segmenta-
tion

Figure 3. Examples of multilevel segmentation. (e) shows the highest

level segmentation. Pink segments are adjacent to the blue segment in (e).

Sky-blue segments in (a) to (d) are lower level segments linked to the blue

segment in (e).

T =

 1 0 tx
0 1 ty
0 0 1

 , S =

 sx 0 0
0 sy 0
0 0 1


R =

 cosθ −sinθ 0
sinθ cosθ 0

0 0 1

 , S̃ =

 1 shx 0
shy 1 0
0 0 1


where T is the translation matrix, S is the scale matrix, R is the
rotation matrix, and S̃ is the shear matrix. Since the affine trans-
formation matrix has various geometric variation elements, it can
deal with more severe geometric deformations than conventional
4-dimensional label search space cases. As shown in Figure 2,
unlike conventional methods that cannot deal with non-uniform
scaling, the affine transformation approach could handle not only
non-uniform scaling but also shear variation.

To estimate affine transformation between two images, there
are many approaches to consider [23, 28, 29]. Recently, Park et
al. [23] employed an affine transformation estimation with sparse
matching points. Similarly, our approach employs SURF algo-
rithm [9] to acquire spare matching points. To obtain the affine
transform, at least 3 sparse matching points are needed since there
exist 9 known parameters. RANSAC [5] is utilized for excluding
outlier matching points in deriving the affine transformation ma-
trix.

3.3. Multilevel segmentation
Our assumption is that each object in the image has its own

affine transformation as it has its own dense correspondence field.

With this assumption, we induce an affine transform matrix de-
rived from sparse matching points in each segment by employ-
ing the segmentation method. Obtaining an affine transforma-
tion matrix from sparse matching points in each segment does
not guarantee optimal dense correspondence field because some
segmentations lack sparse matching points (i.e. lose information
about geometric deformation.) or sparse matching points may
have wrong matching (i.e. labels could be wrong.). Thus, we
propose a method which updates dense correspondence fields ex-
ploiting multilevel segmentation and cost volume filtering.

Multilevel segmentation is performed by applying segmenta-
tion N times with different number of segments at each level. As
shown in Figure 3, level-1 segmentation scheme divides a source
image uniformly by quadrant, denoted by S1. Higher level seg-
mentations are performed with more number of segment and de-
noted by S2, . . . ,SN . In this paper, we choose the segmentation
method as SLIC [1] due to its efficiency and robustness. We de-
note Sk as a set Sk = {Sk1,Sk2, . . . ,SkN}where Skn is n-th segment
in level-k segmentation.

3.4. Flow field inference with cost volume filtering
To get an optimal dense correspondence field at each pixel,

we build feature descriptors on the source image and and inverse
transformed image of the target image. Since it is impossible
to extract feature descriptors from the target image considering
nonuniform scales and shear, we build the descriptors on the in-
verse transformation mapping of the target image. With the affine
transformation matrix, the matching cost can be calculated as fol-
lows :

CH(p) = min
(∥∥D(xp,yp)−D′(x′p,y′p)

∥∥
1, τ

)
(2)

where x′p
y′p
1

= H ·

 xp
yp
1


where D(xp,yp) is a feature descriptor at (xp,yp) in the source
image, and τ is a truncation value for robustness. D′(x′p,y

′
p) is a

feature descriptor at (xp,yp) in the inverse mapping of the target
image. Because we produce the descriptor without scale and ro-
tation term, only with inverse mapping, we can build a matching
cost as shown in (2).

In this paper, we use the DAISY [7] descriptor as a fea-
ture descriptor. However, inferencing dense correspondence fields
with only raw matching cost can cause the fields be not spa-
tially smooth or not reliable because of its erroneous local pix-
els. To overcome these limitations, fast edge-aware smoothing
filters [2, 14, 22], which is used to impose the spatial smoothness
on the labels, are adopted. Given a raw matching cost CH(p)
computed at pixel p , the edge-aware filtered output CH(p) can be
denoted as :

CH(p) = ∑q∈W (p) λq,p(Is)CH(q) (3)

where W (p) is the local aggregation window centered at pixel p.
The adaptive weight λq,p(Is) is defined based on how similar two
pixels p and q ∈W (p) in the color space are with regard to the
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Figure 4. Results on DIML data set [21]. The first and second row show the warped images on images with scale and photometric variations, the third

and fourth row are the results on images with rotation and photometric variations, and the fifth and last row are results about scale, rotation and photometric

variations.

source image Is. Several edge-aware filtering [2, 14, 22] can be
employed with different way in terms of defining λq,p(Is) such
that ∑q∈W (p) λq,p(Is) = 1. In this paper, we use Guided Image
Filtering [14] for computational efficiency.

The optimal dense correspondence fields can be updated
with WTA scheme. In each segment in the highest level segmen-
tation, the field in each pixel is optimized in filtered cost volume
constructed with (1) set of lower level linked-segments L (SNk)
and (2) set of adjacent segments N (SNk) as shown in Figure 3. In
each highest level segment, lower level linked-segments L (SNk)
are segments which center point of the highest level segment be-
longs to in the lower level segmentation. For each pixel p ∈ SNk,
the WTA optimization with these cost volume is defined as :

H(p) = argminH∈F (L (SNk))CH(p) (4)

H(p) = argminH∈F (N (SNk))CH(p) (5)

where N is the highest level and F (L (SNk)) denotes the affine
transformation matrices and each of them is from a random sam-
pled pixel from each element of L (SNk). Also, F (N (SNk)) is
defined in same way as F (L (SNk)). With the WTA optimization

in (4), correspondence fields of pixels in each segment are refined
by comparing the fields from lower level linked-segments. With
refined labels obtained by WTA optimization in (4), some iter-
ations of WTA optimization in (5) should be executed until the
fields converge.

4. Experimental results
In order to verify the performance of the proposed method,

we performed the experiment with DIML data set [21]. SURF
matching [9], DAISY descriptor [7], SLIC [1] and guided filter-
ing [14] are employed as we described above. We set the radius of
DAISY descriptor 8. The window size of guided filtering was set
to 21. We performed SLIC 5 times for conducting multilevel seg-
mentation. In applying SLIC, the number of segments are propor-
tional to the number of sparse matching points. We evaluated our
method with DIML data set (sec 4.A) and compared the warped
images on challenging image pairs (sec 4.B).

A. Results on DIML data set [21]. We compared our
method with SID [13], segSID [15], SIFTflow [3], SSF [18],
and segSIFT [15] on DIML data set [21]. To identify the dense
correspondence fields of each algorithm, we warped each pixel
of the target image using correspondence fields. Figure 4 ex-
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Table 1. Evaluations on DIML data set [21]

SID [13] segSID [15] SIFTflow [3] SSF [18] segSIFT [15] Ours

Scale, Photometric 0.9612 0.9263 0.8745 0.7258 0.8223 0.9626
Rotation, Photometric 0.3792 0.5645 0.3512 0.4645 0.5339 0.9628

Scale, Rotation, Photometric 0.7969 0.7339 0.4548 0.2972 0.6447 0.9605
Average 0.7124 0.7416 0.5602 0.4958 0.6676 0.9620

Figure 5. Results on challenging image pairs including SID [13], segSID [15], SIFTflow [3], segSIFT [15], DFF [12] and proposed method.

hibits the warped images produced by SID, segSID, SIFTflow,
SSF, segSIFT and our method on DIML data set including scale,
rotation and photometric variations. We adopted the evaluation
method as label transfer accuracy (LT-ACC) between pixel corre-
spondences [20]. Given the source and target images, the warped
image can be produced with estimated correspondence field at
each pixel. With a source and target image, we transfer the an-
notated class of the target pixels to the source ones using dense
correspondence fields, and count how many pixels in the source
image are correctly matched. Table 1 presents the LT-ACC eval-
uations on comparison methods and ours in various deformation
scenarios. In Table 1 and Figure 4, it is shown that SID descrip-
tors are more robust to geometric variation than SIFT. The seg-
ment based approach [15] shows more robust to geometric vari-
ation than SIFT flow [3]. Our approach estimated more reliable
correspondence fields than any other methods.

B. Visual comparison on challenging image pairs. We
also conducted an experiment on challenging image pairs, Figure
5 shows the warping results by estimating dense correspondence
fields from the source image and the target image. SIFT flow [3]
failed to handle the geometric variations since the warped image
lost the details when rotation variations are prominent. SID [13]
could not estimate properly in our experiment even though it is
consisted that robustness to geometric variations. segSID and
segSIFT [15],which use segmentation priors, improved their per-
formance than SID [13] and SIFTflow [3] but have still limited
performance. DFF [12] showed better results than other compari-
son methods but warping results failed to construct details in im-
age pairs with complicated geometric variations due to its search
space. Our method presented most plausible results with reliable
estimated correspondence fields.
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5. Conclusion
We have presented the robust unified framework for estimat-

ing dense correspondence field approach, using sparse matching,
multilevel segmentation, and affine transformations. The pro-
posed method was robust to geometric variations from an affine
transformation matrix derived from sparse matching points in
each segment. By leveraging multilevel segmentation, we en-
riched affine transformation candidates and solved the shortage
of sparse matching points. In experiments, the proposed method
demonstrated its outstanding performance by establishing dense
correspondence fields between challenging image pairs which
have photometric and geometric variations. In future work, our
approach can be applied to image-level tasks such as object recog-
nition or annotation.
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