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Abstract 
Bit-depth expansion is a method to increase the number of bit. 

It is getting important as the needs of HDR (High Dynamic Range) 
display or resolution of display have been increased because the 
level of luminance or expressiveness of color is proportional to the 
number of bit in the display. In this paper, we present effective bit-
depth expansion algorithm for conventional standard 8 bit-depth 
content to display in high bit-depth device (10 bits). Proposed 
method shows better result comparing with recently developed 
methods in quantitative (PSNR) with low complexity. 

1. Introduction 
Bit-depth means the number of bits to be used for 

representing the intensity value. 8-bits are used for rendering 
current video or image contents with 256-level intensities. 
However, HDR display devices are appeared to provide high 
luminance for viewers. Those displays work on 10-bits. To render 
current contents, which are sometimes called ‘legacy contents’ and 
stored in 8-bits precision, in 10-bits HDR display, 8-bits contents 
have to have more 2-bits (see Figure 1). Bit-depth expansion is the 
process to add more bit-depth from low bit-depth (LBD) to high 
bit-depth (HBD). For example, when 6-bits DVD videos are 
displayed on 8-bit device or internal bit-depth increase (IDBI) 
scheme is used for standard video codec HEVC to improve the 
precision. Sometimes, original signal is truncated during the 
transmission so bit-depth expansion could be a useful solution to 
reconstruct truncated signal. [1-11]   

However, unfortunately, bit-depth expansion is ill posed 
problem because generating n-more bits from insufficient 
information. In this paper, we formulate bit-depth expansion 
problem as MAP (Maximum a Posteriori) estimating process 
which estimates HBD data with LBD data and its neighborhood 
information. Proposed algorithm is efficient in computation and 
outperforms existing bit-depth expansion algorithms in quantitative 
measurement, numerically.  

This paper is organized as flows. In section 2, we describe our 
bit-depth expansion problem. We briefly review the existing bit-
depth algorithms in section 3. Section 4 explains the proposed 
algorithm. The experimental results for test images are presented in 
section 5 to show the effectiveness of proposed in section 5. 
Section 6 summarizes our work and provides further work.   
 

 
Figure 1. An example of bit-depth expansion from 8-bits to 10-bits  

 

2. Problem Setup 
We formulate the bit-depth expansion problem as estimating 

the least significant bit (LSB) values which have maximum 
probability given LBD in the equation 1. We define the LSB value, 
which we want to estimate for bit-depth expansion, to be yLSB′  and 
LBD to be xLBD in the equation 1. The N × N neighborhood pixels 
are defined to be xLBDN  also in the equation 1. The estimated LSB 
yLSB′  is any integer between 0 and 2n − 1, where n is the number 
of LSB. For example, when we expand 8-bits LBD contents to 10-
bits HBD contents, n is 2 and C could be any integer between 0 
and 3 which maximize the conditional probability in the equation 1.  

𝑦𝐿𝐿𝐿′ = arg𝑚𝑚𝑚𝑐=1𝐶 𝑃(𝑦 = 𝑐|𝑚𝐿𝐿𝐿,𝑚𝐿𝐿𝐿𝑁 )             (1) 

Finally, when LSB is estimated, HDB value, which is defined to 
be  𝑚𝐻𝐿𝐿′ , is reconstructed by adding LSB to LBD value in the 
equation 2.  

𝑚𝐻𝐿𝐿′ = 2𝑛 × 𝑚𝐿𝐿𝐿 + 𝑦𝐿𝐿𝐿′                             (2) 

3. Related Work 
There are many previous methods to expand bit-depth [1-11]. 

The simplest method is ‘Zero-Padding’ (ZP) [2] which estimates 
yLSB′  as 0 (see Figure 2). By shifting n-bits from LBD, ZP could be 
implemented very easily in the equation 3 and 4. ZP has small 
computational complexity for its advantage. However, it magnifies 
small noise to be big step error such as ‘Contouring artifact’. 
Reconstructed HBD contents have steep change in the 
homogeneous regions and could not be the maximum value in 
HBD.  
 

𝑚𝐻𝐿𝐿′ = 2𝑛 × 𝑚𝐿𝐿𝐿                                    (3) 
 

𝑚𝐻𝐿𝐿′ = 𝑚𝐿𝐿𝐿 ≪ 𝑛                                    (4) 
 

 
Figure 2. An example of Zero Padding (ZP) from 8-bits to 10-bits  

To overcome the disadvantages of ZP, Bit-Replica (BR) [2] 
and Multiplication by an Ideal Gain (MIG) [2] methods are 
introduced. In BR, the high n-bits which are called ‘MSB’ are 
appeared in the LSB (see Figure 3). We define the number of HBD 
to be H and the number of LBD in the equation 5 and 6, so n = H - 
L. The equation 6 shows how to reconstruct HBD by BR.  
 

𝑚𝐻𝐿𝐿′ = (𝑚𝐿𝐿𝐿 ≫ 𝑛) + {𝑚𝐿𝐿𝐿 ≪ (𝐿 − 𝑛)}                   (5) 
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Figure 3. An example of Bit Replica (BR) from 8-bits to 10-bits  

In MIG, reconstructed HBD is obtained by multiplying the 
maximum value’s ratio, HBD (2H − 1) over LBD (2L − 1), to the 
LBD.  

𝑚𝐻𝐿𝐿′ = 2𝐻−1
2𝐿−1

× 𝑚𝐿𝐿𝐿                                    (6) 
 

BR and ZP overcome ZP’s problem, those methods don’t 
consider neighborhood and estimate LSB values based on only 
LBD value, which can make the contour artifact also. To solve the 
contour artifact, Daly proposed the predictive de-contouring 
method with low-pass filter which is defined to be KLF  in the 
equation 7[1].  This method is based on ZP, but LSB values are 
updated based on the difference between low pass-filtered ZP and 
truncated and zero padded low-pass filtered ZP. The equation 7 
shows Daly’s method. This method considers not only certain 
pixel’s LBD value but also its neighborhood values to reduce 
contour artifact.  

𝑚𝐻𝐿𝐿𝑍𝑍 ≜ 2𝑛 × 𝑚𝐿𝐿𝐿 
𝑚𝐻𝐿𝐿𝑍𝑍� ≜ 𝑚𝐻𝐿𝐿𝑍𝑍 ∗ 𝐾𝐿𝐿  

 
𝑚𝐻𝐿𝐿′ =  𝑚𝐻𝐿𝐿𝑍𝑍 + {𝑚𝐻𝐿𝐿𝑍𝑍� −�𝑚𝐻𝐿𝐿𝑍𝑍� ≫ (𝐻 − 𝐿)� ≪ (𝐻 − 𝐿)} (7) 

 
Chun proposed adaptive filter based 2-step bit-depth 

expansion approach [2] which is also based on ZP. 1st step is zero 
padding and 2nd step is adaptive filtering. In this method, every 
pixel is checked the possibility of low-pass filtering adaptively. A 
pixel, which has high variance with its neighborhood, is updated 
by low-pass filtering to remove contour.  

Because all of those methods cannot remove contour 
completely, flooding based approach [8][9] is proposed as poster 
processing. This method checks contour-ness by scanning all the 
pixels after bit-depth expansion and interpolates all the pixels in 
the regions which are detected as contour artifact. It can remove 
contour artifact well, but it has high complexity because it scans all 
the pixels and check the possibility of the contour artifact.  

To remove computational complexity and contour artifact, 
Mittal used minimum risk based classification for the bit-depth 
expansion method [7]. At first, it predicts pixel’s error distribution 
model based on neighborhood pixels and calculates all the 
posterior probability of all the possible output. Then, all the 
possible outputs’ risks are calculated based on the probabilities. 
After sorting the risks, the value which has the minimum risk is 
updated as LSB. This method gives better result in PSNR 
compared to other methods, but calculating risks and sorting them 
require high complexity.  

4. Proposed Method 
The proposed method is designed to solve the equation 1. The 

proposed approach is based on minimum risk, but instead of 

calculating minimum risk, it uses expectation, which maximizes a 
posteriori, to reduce complexity. We approximate the maximizing 
a posteriori as estimating expectation in the equation 8, because 
just picking one value makes high risk so expectation distributes 
the error for all the candidates. 
 

𝑦𝐿𝐿𝐿′ = arg𝑚𝑚𝑚𝑐=1𝐶 𝑃(𝑦 = 𝑐|𝑚𝐿𝐿𝐿, 𝑚𝐿𝐿𝐿𝑁 ) 
 

  ≈ ∑ 𝑐 × 𝑃(𝑦 = 𝑐|𝑚𝐿𝐿𝐿,𝑚𝐿𝐿𝐿𝑁 )2𝑛
𝑐=1                     (8) 

 
The proposed method can be divided into two parts. The first 

part calculates a posteriori of LSB candidate and the second part 
estimates expectation of LSB with a posteriori. And then HBD can 
be updated with the estimation of expectation to make high PSNR.  
This is almost same as ‘coarse and fine’ strategy. We expand LBD 
by ZP, BR or MIG, coarsely, and then with updating LSB, HBD 
can be tuned finely. 

4.1. Coarse Expansion Part 

4.1.1. Initial HBD Estimation 
Proposed method estimate HBD, initially by any simple 

methods such as ZP, BR, or MIG. The simple method is enough 
for expanding because LSB can be updated in the next part for the 
fine tuning. For this paper, we select MIG in the equation 6 for 
expanding LSB.  
 

𝑚𝐻𝐿𝐿𝐼𝑛𝐼𝐼𝐼𝐼𝐼 = 𝑀𝑀𝑀(𝑚𝐿𝐿𝐿)     (8) 

4.1.2. Modeling of Error Distribution 
To model a posteriori, we define the probability model, which 

is used Min Risk [7] based bit-depth expansion method. The 
probability modeling process is composed of 3 stages. At first, 
LSB value is predicted, which is defined as xHSBP  in the equation 9, 
with the average value of 8 neighbor pixels (N).  
 

𝑚𝐻𝐿𝐿𝑍 (𝑖, 𝑗) = 1
8
∑ 𝑚𝐻𝐿𝐿𝐼𝑛𝐼𝐼𝐼𝐼𝐼(𝑖 + 𝑚, 𝑗 + 𝑛)(𝑚,𝑛)∈𝑁        (9) 

 
Secondly, we define the estimation error to be the difference 

between xHBDInitial and xLSBP (i, j) in the equation 10.  
 

𝐸(𝑖, 𝑗) =  𝑚𝐻𝐿𝐿𝐼𝑛𝐼𝐼𝐼𝐼𝐼 − 𝑚𝐻𝐿𝐿𝑍 (𝑖, 𝑗)                         (10) 
 

Finally, by making the histogram of E(i, j) and normalizing 
the histogram with the total number of image pixels (N, in the 
equation 11), the probability of error distribution is estimated.  
 

𝑃𝑒𝑒𝑒𝑒𝑒(𝐸) = 𝐻𝐼𝐻𝐼(𝐸)
𝑁

,𝑤ℎ𝑒𝑒𝑒 𝑁 ≜ 𝑁𝑁𝑚𝑁𝑒𝑒 𝑜𝑜 𝐴𝐴𝐴 𝑃𝑖𝑚𝑒𝐴𝑃   (11) 

4.2. Fine Expansion Part 

4.2.1. Modeling of a Posteriori  
We assume a posteriori is controlled by the error distribution 

Perror(E) in the equation 11. As the distribution, Perror(E), shows 
the error distribution of the entire image, the difference between 
predicted value and the candidate of LSB value is also governed by 
the distribution. Given, LBD value and location of certain pixel, a 
posteriori of LSB c  is defined to be the error distribution of 
difference between predicted value and LSB c in the equation 12.  
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𝑃(𝑦 = 𝑐�𝑚𝐿𝐿𝐿, 𝑚𝐿𝐿𝐿𝑁 ) =
𝑃𝑒𝑒𝑒𝑒𝑒(𝑚𝐻𝐿𝐿𝑍 (𝑖, 𝑗) − 𝑐)

∑ 𝑃𝑒𝑒𝑒𝑒𝑒(𝑚𝐻𝐿𝐿𝑍 (𝑖, 𝑗) − 𝑐)𝐶
 

,𝑤ℎ𝑒𝑒𝑒 𝑐 ∈ 𝐶 = {1, 2, … , 2𝑛 − 1}                   (12) 

4.2.2. Updating LSB  
After estimating a posteriori, LSB value for the fine tuning is 

updated by the expectation of all possible LSB. Because the 
expectation value may be the real number, finally, we use round 
function to make it as integer.  
 

𝑦𝐿𝐿𝐿′ = 𝑒𝑜𝑁𝑛𝑟 ��𝑐 ×
𝑐𝑐𝐶

𝑃(𝑦 = 𝑐�𝑚𝐿𝐿𝐿,𝑚𝐿𝐿𝐿𝑁 )�,  

𝑤ℎ𝑒𝑒𝑒 𝑐 ∈ 𝐶 = {1,2, … , 2𝑛 − 1}        (13) 
 

Finally, the equation 2 therefore becomes 
𝑚𝐻𝐿𝐿′ = 𝑚𝐻𝐿𝐿𝐼𝑛𝐼𝐼𝐼𝐼𝐼 + 𝑦𝐿𝐿𝐿′ .                   (14) 

 

5. Experimental Result 
In this section, we show the performance of the proposed 

algorithm by comparing with other bit-depth expansion algorithm 
for computational complexity and quantitative and qualitative 
image quality. ZP, BR, MIG, Daly, Adaptive Filter based, 
Flooding based, and Minimum Risk are selected for the 
comparative algorithm and totally, 8-bits, 19 images are chosen for 
the test data set. The final results are presented in Figure 4 and 5.  

Test images are truncated by LSB 2-bits, and other 7 
algorithms and proposed algorithm are tested for expanding LSB 
2- bits. The truncated test images are reconstructed as 8-bit images 
and for comparing the reconstructed images with original image, 
PSNR (Peak Signal to Noise Ratio) is used for quality 
measurement.  

PSNR is used to compare the performance of image quality of 
different algorithms, numerically [2]. All the research papers 
related to bit-depth expansion have used PSNR to show their 
performance. For 8-bit depth image, PNSR is given by 

 
PSNR = 10 × log10

2552

𝑀𝐿𝐸
,.                   (15) 

 
MSE (Mean Square Error) is defined to be  

 
MSE ≜ 𝐿𝐸

𝑊×𝐻
 ,                               (16) 

 
and when SE (Square Error) is given by:  

 
SE ≜ ∑ ∑ (𝑀𝑂𝑒𝐼𝑂𝐼𝑛𝐼𝐼(𝑖, 𝑗) − 𝑀𝑅𝑒𝑐𝑒𝑛𝐻𝐼𝑒𝑅𝑐𝐼𝑒𝑅(𝑖, 𝑗))2𝑊

𝐼=1
𝐻
𝑗=1       (17) 

,𝑤ℎ𝑒𝑒𝑒 𝑊: 𝑖𝑚𝑚𝑖𝑒 𝑤𝑖𝑟𝑤ℎ,𝐻: 𝑖𝑚𝑚𝑖𝑒 ℎ𝑒𝑖𝑖ℎ𝑤 
 

Proposed algorithm shows 47.15 for the average PSNR and 
this is the best result among the other 7 algorithm because in PSNR 
aspect, expectation value distributes the reconstruction error to the 
all LSB candidates. For the detailed performance comparisons, 
please see the Table 1 and Figure 4.  

We also compare computational complexity with computing 
time. ZP algorithm is the simplest one because it just fills out zero 
automatically. BR and MIG also require simple replacement and 
multiplication. This is the reason why they have poor PSNR 
performance. Flooding based, Minimum Risk, and Adaptive Filter 
based algorithms have post processing to increase PSNR. So, it 

takes much time comparing with simple bit-depth expansion 
algorithms. Proposed algorithm is able to achieve the best 
computational time in post processing based algorithms. Proposed 
algorithm takes only 1.06(s) with Inter(R) Core(TM) i7-2600 CPU 
@ 3.40GHz and 4.0GB Ram, which is 2% comparing with 
flooding based bit-depth expansion algorithm. We use well known 
OpenCV library for the easy implementing the proposed algorithm, 
computational time can be reduced if we don’t use that library for 
memory access. The detailed computational time is summarized in 
table 2. 

6. Conclusion 
In this paper, we propose new bit-depth expansion algorithm 

for displaying legacy LBD contents to the HBD display by using 
the estimation of LSB’s expectation value. We formulate bit-depth 
expansion algorithm as MAP problem and approximate the 
solution as expectation in the proposed method. Proposed 
algorithm is compared its performance in computational time and 
quantitative quality with other bit-depth expansion algorithms. It 
shows the best performance, when computational complexity and 
image quality are considered at the same time.  

Proposed algorithm can be used as an application which 
converts legacy contents to HBD contents for displaying in HDR 
display. 
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Table 1. Result for various bit-depth expansion algorithms in PSNR 
 ZP BR MIG Daly’s Adaptive Filter based Minimum Risk based Flooding based Proposed 

1 43.40 43.72 43.32 44.30 41.95 44.99 45.64 47.77 
2 43.25 43.43 42.94 44.00 43.68 45.00 46.28 48.22 
3 43.49 43.62 43.56 44.03 44.31 45.05 46.32 45.13 
4 42.72 43.66 42.08 44.07 39.80 44.53 46.33 47.89 
5 42.82 43.95 42.78 43.79 42.89 43.59 46.53 48.40 
6 43.89 44.02 43.60 45.03 39.33 44.38 44.85 47.80 
7 42.66 43.59 42.11 44.04 42.09 45.79 46.47 47.97 
8 42.42 43.22 42.48 43.57 42.71 43.61 46.77 47.52 
9 42.90 42.43 42.40 43.42 44.67 43.91 46.60 44.79 

10 42.68 44.07 42.40 43.64 41.60 43.89 46.94 47.33 
11 42.48 40.22 39.60 44.65 46.09 44.04 45.52 46.97 
12 42.72 43.85 42.38 43.66 37.89 39.86 47.27 46.31 
13 42.88 44.66 42.42 43.63 42.36 43.36 46.76 47.61 
14 43.03 44.35 42.62 44.04 43.14 44.00 46.42 46.57 
15 42.72 43.97 42.63 44.14 42.00 43.50 45.86 46.87 
16 42.78 44.18 42.55 44.14 39.70 43.12 46.22 47.05 
17 42.89 44.61 42.55 43.59 42.66 43.60 46.50 46.54 
18 42.69 43.71 42.34 43.67 42.73 43.24 46.85 47.61 
19 42.20 44.39 42.22 44.23 39.90 44.34 43.97 47.50 

Avg 42.87 43.67 42.47 43.98 42.08 43.61 46.22 47.15 
 
Table 2. Result for various bit-depth expansion algorithms in Computational Time (s) 

 ZP BR MIG Daly’s Adaptive Filter based Minimum Risk based Flooding based Proposed 
1 0.07  0.18  0.17  0.21  10.95  2.57  31.83  0.67  
2 0.07  0.18  0.17  0.21  11.55  2.56  33.22  0.67  
3 0.069 0.18  0.17  0.21  11.55  2.56  37.54  0.67  
4 0.068 0.18  0.17  0.21  9.27  2.59  24.75  0.72  
5 0.07  0.17  0.18  0.21  11.30  2.60  29.58  0.67  
6 0.07  0.18  0.17  0.21  10.51  2.58  35.62  0.67  
7 0.07  0.18  0.18  0.21  11.47  2.56  28.06  0.67  
8 0.07  0.17  0.18  0.21  11.69  2.58  30.37  0.67  
9 0.07  0.18  0.17  0.21  11.91  2.57  32.25  0.67  

10 0.15  0.41  0.39  0.47  19.58  2.57  60.62  1.51  
11 0.13  0.34  0.33  0.40  23.12  5.74  81.00  1.29  
12 0.06  0.15  0.14  0.17  7.03  4.86  23.17  0.56  
13 0.31  0.83  0.91  0.96  51.19  2.14  147.78  3.10  
14 0.15  0.40  0.39  0.47  19.84  11.69  63.74  1.52  
15 0.16  0.45  0.43  0.53  14.37  5.72  43.10  1.81  
16 0.07  0.18  0.18  0.22  6.63  6.37  19.99  0.72  
17 0.12  0.32  0.31  0.38  13.70  2.64  45.60  1.26  
18 0.15  0.40  0.39  0.47  24.33  4.57  68.46  1.56  
19 0.07 0.19  0.19  0.23  8.22  5.72  26.44  0.75  

Avg 0.10  0.28  0.27  0.33  15.17  3.23  45.43  1.06  
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(E) Adaptive Filter based [2] 

 

  

(B) BR [2] 

 

(F) Minimum Risk based [7] 

 

  

(C) MIG [2] 
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Figure 4. Comparison of different bit-depth expansion algorithm 
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Figure 5. Comparison of different bit-depth expansion algorithm 
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