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Abstract
In this paper, we present saccadic models which are an al-

ternative way to predict where observers look at. Compared to

saliency models, saccadic models generate plausible visual scan-

paths from which saliency maps can be computed. In addition

these models have the advantage of being adaptable to differ-

ent viewing conditions, viewing tasks and types of visual scene.

We demonstrate that saccadic models perform better than exist-

ing saliency models for predicting where an observer looks at in

free-viewing condition and quality-task condition (i.e. when ob-

servers have to score the quality of an image). For that, the joint

distributions of saccade amplitudes and orientations in both con-

ditions (i.e. free-viewing and quality task) have been estimated

from eye tracking data. Thanks to saccadic models, we hope we

will be able to improve upon the performance of saliency-based

quality metrics, and more generally the capacity to predict where

we look within visual scenes when performing visual tasks.

Introduction
The human brain is amazingly complex and involves a sheer

number of biological mechanisms. The eyes, often compared to a

window to the soul, are an exogenous manifestation revealing how

and where we pay attention to our surroundings. Eye movements

are driven by bottom-up and top-down mechanisms to sample our

visual field and to select the most important areas. The bottom-

up guidance source is classically represented by a saliency map

which indicates the most informative parts of our visual field.

Top-down contributions are related to observers’ goals [1] but also

to their prior knowledge, motivations, mood and experience.

Since the very first computational models of visual attention,

which date back to the 1980s [2, 3, 4], tremendous progress has

been made in a number of directions. Various models, more or

less biologically plausible and using different mathematical tools,

have been proposed. A large majority of them is based on the sem-

inal work of [5] who proposed a plausible computational architec-

ture for predicting where we look at. From a set of feature maps

processed in a massively parallel manner, a single topographic

saliency map encoding the ability of an area to attract our gaze

is computed. More recently, a special effort has been made to

present several comprehensive benchmark studies [6, 7, 8]. To

carry out these benchmarks, many hurdles have also been over-

come. For instance, a comprehensive benchmark requires to col-

lect large amount of eye-tracking data in various experimental

conditions [9, 10, 11]. Benchmarks also need clear definition

and design of similarity metrics in order to objectively assess the

degree of similarity between the ground truth and the predicted

data [12, 13].

While the picture is much clearer than 20 years ago, there are

still a number of issues that need to be addressed. In a recent pa-

per, Bruce et al. [14] dress a list of obstacles that remain in visual

saliency modelling. They also discuss important points that need

to be addressed, including spatial bias, context, scene composi-

tion and oculomotor constraints. We believe that saccadic models

provide a new framework able to cope with many of these chal-

lenges.

In this paper, we investigate how to adapt saccadic model to

a specific scene category or to a specific task observers have to

perform. In the first section, we detail the main components of

saccadic models and explain why they constitute a good alterna-

tive to classic saliency models. We will emphasize how they can

be tuned to reproduce the visual behaviour of observers engaged

in a task. In the second section, we will focus more specifically on

the visual quality task assessment, and show how saccadic models

outperform state-of-the-art saliency models.

Saccadic model
The common denominator between state-of-the-art compu-

tational models of visual attention is that they all output a 2D

static saliency map. This representation, although interesting and

convenient for many computer vision applications, is quite lim-

ited and cannot grasp the complexity of our visual system. Rather

than computing a unique 2D saliency map from an incoming im-

age, saccadic models aim to reproduce the ability of our visual

system to make time-dependent saccadic eye movements.

Presentation
Saccadic models predict where an observer look at. In addi-

tion they have to provide plausible visual scanpaths, i.e. scanpaths

exhibiting distribution of saccade amplitudes or saccade orienta-

tions similar to humans’.

Ellis and Smith [15] pioneered in the design of saccadic

model by elaborating a general framework for generating visual

scanpaths. They used a stochastic process where the position of

a fixation depends on the previous fixation, according to a first-

order Markov process. Bearing this assumption in mind, Hacisal-

ihzade et al. [16] designed a computational model predicting the

visual scanpaths. Later, in 1998, a new breakthrough was done by

combining the framework of [15] with saliency models [4, 17].

From a static saliency map, a scanpath is generated by using

winner-take-all (WTA) algorithm and inhibition-of-return (IoR)

scheme. Brockmann and Geisel [18] used a Lévy flight to simu-

late the scanpaths. Boccignone and Ferraro [19] extended Brock-

mann’s work, and modeled eye gaze shifts by using Lévy flights

constrained by the saliency.

More recently, Le Meur and Liu [20] extended Ellis and

Smith’s framework [15] to predict visual scanpaths of observers
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Figure 1. Examples of simulated scanpaths. The dark green circle repre-

sents the first fixation point. Adapted from [20].

(a) (b)

Figure 2. Joint probability distribution of saccade amplitudes and orienta-

tions shown on a polar plot, (a) for natural scenes, (b) for webpages. Radial

position indicates saccade amplitudes expressed in degree of visual angle.

There is a marked tendency in fixation behaviour for making rather small hor-

izontal saccades. For webpages, observers make horizontal small saccades

in the rightward direction. Adapted from [20].

while they freely watch a visual scene. Visual scanpaths are

computed from both bottom-up saliency and viewing tendencies.

Bottom-up saliency is represented by a saliency map whereas

viewing tendencies (saccade amplitudes and saccade orientations)

are inferred from public eye tracking datasets. Authors show that

the predicted scanpaths exhibit similar trends to human eye move-

ments in free-viewing condition. Predicted scanpaths are closer

to human scanpaths than those generated by previous approaches.

In addition, the saliency maps computed from the predicted scan-

paths turn out to be more efficient than saliency maps computed

by state-of-the-art saliency models. Figure 1 illustrates 4 pre-

dicted scanpaths, each composed of 10 fixations, on 3 different

visual scenes.

In the following section, we further describe Le Meur and

Liu’s model and emphasize its ability to adapt to a specific scene

category and tasks at hand.

Probabilistic framework for visual scanpath pre-
diction

Let I : Ω ⊂ R2 7→ Rm an input image (m = 1 for grayscale

image and m = 3 for a color image) and xt a fixation point at time

t. To determine the next fixation point, we consider the 2D dis-

crete conditional probability p(x|xt−1, · · · ,xt−T ) which indicates,

for each location of the definition domain Ω, the transition prob-

ability between the past T fixations and the current location x.

This conditional probability p(x|xt−1, · · · ,xt−T ) depends on sev-

eral key ingredients, that are listed below. However, we underline

that this list is far from being exhaustive and may include other

types of information. In addition, in order to limit the complex-

ity of the method, the following components are supposed to be

independent. The conditional probability p(x|xt−1, · · · ,xt−T ) is

composed of:

• A bottom-up saliency map: this is a grayscale 2D map rep-

resenting the saliency values for all locations x ∈ Ω. In [20]

and in accordance with [21], this term is constant over time

meaning that bottom-up influences do not vanish over time.

However, to avoid any misunderstanding, if bottom-up in-

fluences are rather constant over time, this is not the case for

top-down contributions which increase over time, leading to

higher inter-observer variability;

• A joint probability distribution of saccade amplitudes

and orientations: this joint probability represents the way

our gaze is deployed within a scene. Figure 2 illustrates

the polar plot of the joint probability distribution of saccade

amplitudes and orientations computed from data collected

on natural scenes (a) and on webpages (b) while observers

freely look onscreen images. The saccade amplitude is the

distance (expressed in degree of visual angle) between two

fixation points xt and xt−1. The orientation is the angle be-

tween these two points and is expressed in degree;

• The memory state of the location x at time t: The memory

map indicates whether a location x can be re-fixated or not.

This is a time-dependent term that simulates the inhibition

of return and indicates the probability to re-fixate a given

location. More details are given in [20].

Another element of consideration is the stochastic behaviour

of the oculomotor system. It means that, given a set of param-

eters, an image and a history of recent fixation locations, the

subsequent fixation cannot be entirely specified. Najemnik and

Geisler [22, 23] proposed the Bayesian ideal searcher. It consists

in determining the location xt of the subsequent fixations by max-

imising the conditional probability p(x|xt−1, · · · ,xt−T ) given a

set of known information. This model, unlike the human saccadic

behavior, is deterministic. One solution to get a stochastic behav-

ior is to pick up the next fixation point among Nc random locations

and to select the candidate for which the saliency gain is the most

important [20]. Note that the Nc random locations are generated

according the conditional probability p(x|xt−1, · · · ,xt−T ). The

parameter Nc controls the extent to which the model is stochas-

tic: the model is deterministic for Nc = 1, whereas the variability

between predicted scanpaths is maximal when Nc −→+∞.

One key advantage of saccadic model is its ability to adapt to

various conditions. Figure 2 illustrates that eye movements pat-

tern strongly depend on the scene content. On natural scene, the

distribution is elongated on the horizontal axis. There are few ver-

tical saccades and very few diagonal saccades. On webpages, we

observe a strong tendency for making horizontal small saccades

in the rightward direction. It simply indicates that the scanning of

webpages is performed in a raster scan order [24]. Amongst the

numerous factors that influence our visual attention, the task at

hand is obviously one of the most important, as described by [1].

To illustrate this point, eye data collected by Ehinger et al. [25]
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Figure 3. (a) Distribution of saccade amplitudes; (b) Distribution of saccade orientations; (c) joint probability distribution of saccade amplitudes and orientations

when observers look for people in an urban scene. Eye data collected by Ehinger et al. [25] are here used to demonstrate the influence of the task on the gaze

deployment.

are analysed. In this experiment, observers were instructed to de-

cide as quickly as possible whether a person was present in urban

images. Given these instructions, observers adapted their visual

strategy to optimize the visual search. Figure 3 illustrates the dis-

tribution of saccade amplitudes (a), the distribution of saccade

orientations (b), and the joint distribution of saccade amplitudes

and orientations (c). This latter is clearly marked by the task at

hand. Observers scan horizontally the scenes and make rather

large horizontal saccades. Consequently, if we want to predict

successfully human eye fixations in the context of this task, the

saccadic model has to take into account the strategic mechanism

deployed by observers for performing this task.

More generally, if we know the type of the scene, the task

at hand, or any other high-level information, the behaviour of the

saccadic model can be adapted in order to produce relevant visual

scanpaths. In the following section, we investigate the strategic

mechanisms used by observers while they have to score the qual-

ity of an image. Saccadic model of [20] is then adapted to predict

the quality task gaze behaviour.

Tuning saccadic model for quality assess-
ment task

The visual strategy deployed by observers for scoring the

quality of an image is a complex process, involving both bottom-

up and top-down factors. Although that the relative contributions

of these factors are still an open question, many studies made the

assumption that the performance of quality metric could be sig-

nificantly improved by combining bottom-up saliency maps and

distortion maps. The underlying idea is simple: an artefact ap-

pearing on a salient area would contribute more to the quality

score than an artefact appearing on non salient areas. For most

saliency-based metric [26, 27, 28, 29, 30], the use of saliency map

consists in modifying the pooling strategy. The degree of saliency

of a given pixel is used as a weight, giving more or less impor-

tance to the error occurring on this pixel location. In this section,

we show that, instead of using a saliency model, it makes more

sense to use a saccadic model fitted to the particular context of

quality assessment.

To reach this objective, we use a subset of the eye tracking

dataset presented in [31]. This dataset is composed of 10 high-

quality images that have been impaired by JPEG2000, with five

quality levels, going from r1 (i.e. smallest degradation) to r5 (i.e.

highest degradation). Eye movements have been recorded in free-

viewing task for the ten original images and in quality task for

the degraded images. The viewing duration was 8 seconds, and

twenty observers were involved in the experiment. The standard-

ized method DSIS (Double Stimulus Impairment Scale) was used

to perform the subjective quality evaluation. More details on the

experimental protocol are given in [31].

Gaze behaviour in free-viewing and quality task
The collected eye data are analysed for similarities of eye

movements between the following configurations:

• FT: eye movements are recorded while observers freely look

at unimpaired images (FT);

• Ref. QT: eye movements are recorded while observers look

at the unimpaired images during the quality task (QT);

• Deg. QT: eye movements are recorded while observers look

at the degraded images during the quality task (QT).

Figure 4 presents the plots of saccade amplitudes (a), sac-

cade orientations (b) and the joint distribution of saccade ampli-

tudes and orientations (c). We observe that observers performed

smaller saccades in the condition Ref. QT compared to FT and

Deg. QT conditions. The condition in which the saccades are

the longest is Deg. QT. One could interpret these observations

in the following way: an increase of the saccade amplitudes, as

in the condition Deg. QT, could be referred to as an increase of

visual exploration. This higher visual exploration could be used

to look for local degradations. Unlike the condition Deg. QT, the

visual exploration is less important in Ref. QT. Observers make

small saccades probably to memorize small parts of the scenes.

These observations are consistent with [31]; authors indeed no-

ticed that the fixation durations were significantly longer in Ref.

QT than in FT and Deg. QT. The condition Ref. QT could then

be associated to a focal process (i.e. long fixation duration and

short saccade), and the condition Deg. QT would be an ambient

process (i.e. short fixation duration and long saccade) [32, 33].
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Figure 4. Human saccadic behavior while observers freely view stimuli or perform a quality task. (a) Distribution of saccade amplitudes; (b) distribution of

saccade orientations; (c), (d) and (e) represent the joint probability distribution of saccade amplitudes and orientations for reference images in free-viewing task

(FT), for reference images in quality task (Ref. QT) and for the degraded images in quality task (Deg. QT), respectively.

This categorization of visual fixations has been initially proposed

by [33]. Focal fixations would be related to the processing of

details and identification of object. Ambient fixations are likely

to be involved in the processing of spatial arrangement, gist and

scene’s context. FT condition is in between Ref. QT and Deg.

QT conditions. The polar plots illustrating the joint distribution of

saccade amplitudes and orientations (Figure 4 (c) to (e)) confirm

these observations. The joint distribution of the condition Deg.

QT (Figure 4 (e)) is less focussed than the two others, suggesting

higher visual exploration. Regarding the saccade orientations, the

distributions as shown in Figure 4 (b) have similar shapes. We

just observe more vertical saccades in the condition Ref. QT than

in the two other conditions.

Performance
In this section, we evaluate the ability of saccadic model

to predict where observers look at while free-viewing images or

scoring their quality (i.e. quality task). We also compare the pro-

posed saccadic model’s performance to a purely bottom-up model

of visual attention. We have chosen the model RARE2012, which

is one of best state-of-the-art model [8].

Test procedure

For the free-viewing condition, the saccadic model takes in

input: the RARE2012 saliency map computed on the original im-

age and the joint distribution of saccade amplitudes and orienta-

tions estimated from eye data collected in free-viewing (see fig-

ure 4 (c)).

For the quality task condition, the input saliency map is com-

puted on the degraded image. Unlike the FT condition, the joint

distribution of saccade amplitudes and orientations is estimated

from eye data collected in quality task (see figure 4 (e)).

The degree of similarity between predicted and human

saliency maps is evaluated by the linear correlation coeffi-

cient [13]. To be more specific, in the context of free-viewing, hu-

man saliency maps are estimated from eye movements collected

in free-viewing whereas, in the context of quality task, the hu-

man saliency map are computed from eye data coming from the

quality task. Figure 6 presents the different saliency maps used

in the test: (a) illustrates the original image (top) and JPEG2000

encoded images (level = r1 and level = r5, respectively); (b) are

the corresponding saliency maps, where the bright areas corre-

spond to the salient areas; (c) are the saliency maps computed by

RARE2012 model; (d) and (e) are the saliency maps computed

from the proposed saccadic models. We test three values of Nc:

Nc = 1 means that the randomness is maximal. Increasing Nc re-

duces the randomness. This is reflected by the saliency maps that

are more or less focussed. For a small value of Nc, the disper-

sion between predicted scanpaths is high (see figure 6 (d)). When

Nc increases, the saliency maps are getting more focussed (see
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Figure 5. Performance of RARE2012 and saccadic models (SacMod.)

in free-viewing (right-hand side) and quality task conditions (left-hand side).

Three values of Nc are tested. The error bars indicate the standard deviation.

figure 6 (e)).

Results

Figure 5 presents the performance in term of linear correla-

tion of RARE2012 model [8] and saccadic model. First, we ob-

serve that RARE2012 model performs better in the free-viewing

task than in the quality task (when the degraded image is used).

The linear correlation coefficient drops down from 0.43 to 0.36,

respectively. There is, at least, one reason that might explain

this drop in performance: RARE2012 model is not disturbed by

JPEG2000 artefacts and provides similar saliency maps, whatever

the level of impairment is (see figure 6 (c) middle and bottom im-

ages). However, the human saliency map is different because of

the task at hand, i.e. the bottom-up contribution is likely less im-

portant during the quality task. The robustness of saliency models

to visual degradations [34] is an advantage in free-viewing con-

text. Unfortunately, this property could be seen as a disadvantage

in the context of quality assessment.

Regarding the performance of the proposed saccadic model,

the prediction is better than RARE2012 model, for Nc = 1 in both

conditions. The gain is statistically significant in the condition

Deg. QT (paired t-test p < 0.05). In the condition FT, the small

number of original images (10) does not allow to get statistically

significant gain. Results also show that the saccadic model per-

forms similarly in both conditions, although that the predicted

saliency maps are slightly different (see figure 6 (d)). Finally, the

best performance are obtained when Nc is equal to 1. We remind

that the amount of randomness is maximal when Nc = 1. When

Nc increases, the saccadic model is less stochastic. In this case,

the predicted saliency maps are more focussed as illustrated by

Figure 6 (e).

Conclusion
In this paper, we demonstrate how we could tune saccadic

model for better predicting where an observer look at during a

visual task. The viewing bias of observers performing a visual

task is inferred from eye data. Thanks to this understanding and

description (e.g. joint distributions of saccade amplitudes and ori-

entations, the variability between observers, etc), saccadic models

can better reproduce how overt visual attention is allocated. For

instance, we noticed that the gaze deployment differs substantially

when observers free viewed images, looked for pedestrians and

scored the quality of images.

The ability of saccadic model to reproduce the visual be-

haviour of an observer depends to a large extent on the quality of

the viewing bias description. The use of the joint distribution of

saccade amplitudes and orientations is a first step in this direction.

However, considering saccades as independent events might be a

strong limitation. Indeed, rather than assuming that saccades are

independent events, it would probably be more accurate to con-

sider that a saccade can be influenced by the preceding saccades.

In addition, the fixation durations might play an important role as

well. We will investigate these avenues in future works.
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