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Abstract 

Most single-chip cameras acquire color images using a color 
filter array called the Bayer filter. The raw output of these cameras, 
a Bayer pattern image, needs color demosaicing to generate a full-
RGB image. We propose a novel color demosaicing algorithm 
suitable for real-time processing. This method uses an adaptive 
interpolation filter based on local directional anisotropy and local 
edge magnitude, and it shows good performance comparable to 
that of conventional demosaicing algorithms including state-of-
the-art algorithms. Further, we develop a real-time demosaicing 
processor using the proposed algorithm for a practical 8K camera 
system. 

Introduction 
8K Ultra-High Definition Television (8K) camera systems 

have been developed. Figure 1 shows 8K cameras [1-3] whose raw 
output is a Bayer pattern [4] image as shown in Figure 2. A Bayer 
pattern image has one of the three color components (R, G, and B) 
at each pixel and needs to be interpolated to a full-RGB image for 
subsequent post-production and broadcasting. This interpolating 
process is called “color demosaicing.” A high-performance 
demosaicing algorithm that can be implemented in a real-time 
processor is necessary for real-time applications. While there are a 
number of demosaicing algorithms, the state-of-the-art algorithms 
include iteration that is difficult to implement in a real-time 
processor. 
 

  
(a)33M-pixel single-chip sensor[1]             (b)33M-pixel single-chip sensor[2] 

 
(c) Four-8M-pixel sensor[3] 

Figure 1. 8K cameras that require demosaicing 

 
 

 

Figure 2. Bayer pattern image 

Demosaicing method 
The proposed demosaicing method uses a Bayer pattern 

image as input data and reconstructs a full-RGB image as follows 
(see Figure 3):  
 
Step 1: Estimation of local directional anisotropy 
Step 2: Estimation of local edge magnitude 
Step 3: Interpolation of the green component  
Step 4: Interpolation of the red and blue components.  
 

We elaborate on the details of each of these steps below. 

Step 1: Estimation of local directional anisotropy 
We use the anisotropy-scale-mixture method [5] for the 

following interpolation calculation, as shown in Figure 4. The 
method focuses on local directional anisotropy with regard to 
perceived natural image statistics. First, we apply a set of simple 
linear filters to the input data to extract local directional features at 
multiple spatial scales. Horizontal features ܪଵ and ܪଶ, and vertical 
features ଵܸ and ଶܸ, are derived by the following formulas. 

ଵܸሺ݅, ݆ሻ ൌ ଵܨ| ∗ ,ሺ݅ܣܤ ݆ሻ| (1) 

,ଵሺ݅ܪ ݆ሻ ൌ ଵܨ|
் ∗ ,ሺ݅ܣܤ ݆ሻ| (2) 

ଵܨ ൌ ቂ1 0 െ1
1 0 െ1

ቃ (3) 

ଶܸሺ݅, ݆ሻ ൌ ଶܨ| ∗ ,ሺ݅ܣܤ ݆ሻ| (4) 

,ଶሺ݅ܪ ݆ሻ ൌ ଶܨ|
் ∗ ,ሺ݅ܣܤ ݆ሻ| (5) 

ଶܨ ൌ ቂ1 1
1 1

െ1 െ1
െ1 െ1

ቃ (6) 

where ܶ is a transpose matrix, ܣܤሺ݅, ݆ሻ is the input data at the ݅-th 
column and ݆-th row, and F1 and F2 are simple linear filters. Next, 
we calculate an anisotropy parameter λ from the local directional 
features ଵܸ, ܪଵ, ଶܸ, and ܪଶ, as shown below. 
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Figure 3. Demosaicing process of the proposed method 

 

 
 
Figure 4. Calculation of λ 
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,ଵሺ݅ߣ ݆ሻ ൌ
ுభሺ௜,௝ሻ

ுభሺ௜,௝ሻା௏భሺ௜,௝ሻା௖
 (7) 

,ଶሺ݅ߣ ݆ሻ ൌ
ுమሺ௜,௝ሻ

ுమሺ௜,௝ሻା௏మሺ௜,௝ሻା௖
 (8) 

,ሺ݅ߣ ݆ሻ ൌ ሼܣ ∗ ,ଵሺ݅ߣ ݆ሻ ൅ ܣ ∗ ,ଶሺ݅ߣ ݆ሻሽ 2⁄  (9) 

ܣ ൌ ൥
1 1 1
1 1 1
1 1 1

൩ 9ൗ  (10) 

where c is a small constant value used to avoid division by zero. λ 
indicates a bias toward the horizontal component when 0.5 ൏ λ ൑
1 and a vertical bias when 0 ൑ λ ൏ 0.5. Equation (9) calculates a 
spatial average for robust directional estimation. 

Step 2: Estimation of local edge magnitude 
 

We use a method based on the Kirsch operator [6] with 
modifications to estimate the local edge magnitude. We calculate 
local edge magnitude ୢܯ୧୰ for eight directions using a set of simple 
2D linear filters ୢܨ ୧୰ሺdir: E, NE, N, NW,W, SW, S, SEሻ  (Figure 5), 
and we calculate a weighting parameter w to be used for the 
subsequent interpolation, as shown below. 

,୧୰ሺ݅ୢܯ ݆ሻ ൌ ܨୢ| ୧୰ ∗ ,ሺ݅ܣܤ ݆ሻ| (11) 

,ሺ݅ݓ ݆ሻ ൌ ൜
1

,୫ୟ୶ሺ݅ܯ ݆ሻ thr⁄ 											
ሺܯ୫ୟ୶ሺ݅, ݆ሻ ൒ thrሻ
ሺܯ୫ୟ୶ሺ݅, ݆ሻ ൏ ሻݎ݄ݐ

 (12) 

where ܯ୫ୟ୶  is the maximum value of 
:୧୰ሺdirୢܯ E, NE, N, NW,W, SW, S, SEሻ  and thr is a constant. The 
optimal value of thr (approximately 16% of the maximum possible 
value of ܯ୫ୟ୶) has been experimentally derived using various test 
images. Figure 6 shows a calculation example of w. 
 

 
Figure 5. Filters used for estimation of local edge magnitude 

 
Figure 6. Calculation of w 

Step 3: Interpolation of the G component 
We reconstruct the G component using local directional 

anisotropy and local edge magnitude estimated in Steps 1 and 2. 
First, we calculate a set of the G component (ܪ௟	, ,௛ܪ ௟ܸ 	, ௛ܸ) using 
horizontal low-pass and high-pass filters ݄௟	and	݄௛ , respectively, 
and vertical low-pass and high-pass filters ݒ௟	and	ݒ௛,	respectively,  
as shown below. 

,௟ሺ݅ܪ ݆ሻ ൌ ݄௟ ∗ ,ሺ݅ܣܤ ݆ሻ (13) 

௟ܸሺ݅, ݆ሻ ൌ ௟ݒ ∗ ,ሺ݅ܣܤ ݆ሻ (14) 

,௛ሺ݅ܪ ݆ሻ ൌ ݄௛ ∗ ,ሺ݅ܣܤ ݆ሻ (15) 

௛ܸሺ݅, ݆ሻ ൌ ௛ݒ ∗ ,ሺ݅ܣܤ ݆ሻ (16) 

݄௟ ൌ ሾ1 2⁄ 0 1 2⁄ ሿ (17) 

௟ݒ ൌ ݄௟
் (18) 

	݄௛ ൌ ሾെ1 4⁄ 0 2 4⁄ 0 െ1 4⁄ ሿ (19) 

௟ݒ ൌ ݄௛
் (20) 

 ௛ and ௛ܸ are calculated from the R and B components of theܪ
input image. The interpolation of the G components using the R 
and B components assumes that the high-frequency component of 
the image is achromatic.  

Next, the missing G components are interpolated as a 
weighted linear sum of horizontal and vertical components by 
equation (21). We use λ  defined in equation (9) to control the 
balance of horizontal and vertical components, and w defined in 
equation (12) to control the contribution of high-frequency 
components in the interpolation.	 

,ሺ݅ܩ ݆ሻ ൌ

ە
ۖۖ
۔

ۖۖ
ۓ

	

,ሺ݅ߣ ݆ሻ ∙ ,௟ሺ݅ܪ ݆ሻ ൅ ሼ1 െ ,ሺ݅ߣ ݆ሻሽ ∙ ௟ܸሺ݅, ݆ሻ
൅ߣሺ݅, ݆ሻ ∙ wሺ݅, ݆ሻ ∙ ,௛ሺ݅ܪ ݆ሻ ൅																				
൅ሼ1 െ ,ሺ݅ߣ ݆ሻሽ ∙ wሺ݅, ݆ሻ ∙ ௛ܸሺ݅, ݆ሻ													
							ሺIf	ܣܤሺ݅, ݆ሻ	is	B	or	R	componentሻ
,ሺ݅ܣܤ ݆ሻ																																																									
						ሺIf	ܣܤሺ݅, ݆ሻ	is	G	componentሻ									

 (21) 

Step 4: Interpolation of the R and B components 

Once the G component is reconstructed, the remaining R and 
B components should be interpolated. We used a method that was 
inspired by the work of Zhang and Wu [7]. To reconstruct the R 
component, we first compute the difference between the G and the 
R components at the location of the R component in the input data. 

,ሺ݅ܩܴ∆	 ݆ሻ ൌ ൞			

,ሺ݅ܣܤ ݆ሻ െ Gሺ݅, ݆ሻ																																														
ሺIf	ܣܤሺ݅, ݆ሻ	is	R	componentሻ					

0																																																																									
				ሺIf	ܣܤሺ݅, ݆ሻ	is	G	or	B	componentሻ

 (22) 

We fill in the difference value at the location of the B 
component in the input data using its four diagonally closest 
difference values. 
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,ሺ݅ܩܴ∆ ݆ሻ ൌ
ሼ∆ܴܩሺ݅ െ 1, ݆ െ 1ሻ ൅ ሺ݅ܩܴ∆ െ 1, ݆ ൅ 1ሻ									
൅ ሺ݅ܩܴ∆ ൅ 1, ݆ െ 1ሻ ൅ ሺ݅ܩܴ∆ ൅ 1, ݆ ൅ 1ሻሽ 4⁄

 (23) 

Next, we interpolate the difference value at the G component 
in the input data using the four closest difference values including 
the ones filled in (23). 
 

,ሺ݅ܩܴ∆ ݆ሻ ൌ
ሼ∆ܴܩሺ݅ െ 1, ݆ሻ ൅ ሺ݅ܩܴ∆ ൅ 1, ݆ሻ									
൅ ,ሺ݅ܩܴ∆ ݆ െ 1ሻ ൅ ,ሺ݅ܩܴ∆ ݆ ൅ 1ሻሽ 4⁄

 (24) 

In the final stage of this step, we recover the R value by 
adding the completed difference values to the G component at each 
spatial location. 

ܴሺ݅, ݆ሻ ൌ ,ሺ݅ܩܴ∆ ݆ሻ ൅ Gሺ݅, ݆ሻ (25) 

The B component is interpolated by substituting R and B in 
the above procedure. 
 

Evaluation of the proposed method  
 We compared the performance of the proposed demosaicing 
method with other conventional algorithms reported in previous 
studies. In order to quantify these performances, we first prepared 
full-RGB images as truths (Figure 7), and generated Bayer pattern 
images from them that simulated the subsampling process with 
color filter array (CFA). Figures 8 and 9 compare the performance 
of the proposed method with other methods, including state-of-the-
art algorithms. The figures show that our algorithm performs well 
compared with the state-of-the-art algorithms. In the case of 
achromatic color images such as image (g), although the 
performance of the proposed method is significantly better than the 
bilinear interpolation and the method in [8], there remains room for 
improvement. 
 

 
(a)                              (b) 

 
(c)                              (d)                              (e) 

 
(f)                               (g) 
Figure 7. Test images used in this study 

 
Bilinear                                        Method in [8] 

 
Method in [7]                               Method in [9] 

 
Method in [5]                               Proposed 

 
Bilinear                                        Method in [8] 

 
Method in [7]                               Method in [9] 

 
Method in [5]                               Proposed 

Figure 8. Demosaicing results for the test images 
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Figure 9. PSNR results of the proposed method and the other methods 

Development of an 8K demosaicing processor 

Overview 
We develop an 8K demosaicing processor that implements the 

proposed method as shown in Figure 10. Table 1 summarizes its 
specifications. A Bayer pattern video captured by a single-chip 8K 
camera is used as the input for the processor (see Figure 1 (b)). The 
interface between the camera output and the processor input is HD-
SDI (1.5G or 3G-SDI). The output of the processor is full RGB 8K 
video and the interface is U-SDI [10, 11, 12]. 
 

 

Figure 10. 8K UHDTV demosaicing processor 

Performance 
Figure 11 shows an example of the processor’s output images 

in comparison with linear interpolation. The quality of the output is 
similar to the simulated results reported in the previous section. 
For example, color artifacts on a stripe texture including high-
frequency components close to the Nyquist frequency are reduced 
effectively. 

Figure 13 shows the results of the performance evaluation 
carried out for the 8K test images shown in Figure 12. The 
processor performed better than linear interpolation except for 
images (h) and (i), which have less high-frequency components 
textures and relatively much noise.  

In addition to good video quality, the processing delay time of 
the processor is less than one frame (1.001/60 s), which is suitable 
for use in real-time application including live program production. 

 
 
 

Table 1. Specifications of the 8K demosaicing processor  

Input 

Video format 
G1, G2, B, R 
(Bayer pattern) 

Number of pixels 3840  2160 

Frame frequency 60, 60/1.001 Hz 

Bit depths 10 bit 

interface 
1.5G-SDI  16 or  
3G-SDI  8 

Output

Video format RGB 4:4:4 

Number of pixels 7680  4320 

Frame frequency 60, 60/1.001 Hz 

Bit depths 12 bit 

interface U-SDI [10, 11, 12] 

Delay < 1.001/60 s 

Dimensions (W  H  D) 430  44  351 mm 

Weight 4.5 kg 

Power consumption Approx. 90 W 

 
 

 
Output (full RGB video)  

 
Processor                           Bilinear interpolation     

Figure 11. Example of improvement by the processor 
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(h)                                    (i) 

 

(j)                                     (k)                                   (l) 

 

(m)                                   (n) 

Figure 12. 8K test images used in this study 

 
Figure 13. PSNR results of the proposed method and bilinear interpolation 

Conclusion 
We developed a demosaicing processor that converts Bayer 

pattern 8K images into full-resolution 8K images with high quality 
and in real time. Our demosaicing algorithm uses an adaptive 
interpolation filter based on local directional anisotropy and local 
edge magnitude, and it shows good performance comparable to 
conventional demosaicing algorithms including state-of-the-art 

algorithms. We will continue studies to improve the performance 
for monochromatic images. Further, we will develop a processor 
running at the frame frequency of 120 Hz to support a 120 Hz 
camera system. 
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