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Abstract
We describe a lensless computational far-field imager that

responds to thermal infrared light (8–14 µm) and comprises a spi-
ral binary phase grating integrated with an 80× 80-pixel micro-
bolometer array followed by Fourier-domain computational im-
age reconstruction. We believe this is the first hardware demon-
stration of computational diffractive imaging in thermal infrared.

Background: Computational imaging
Computational imaging is the technological discipline in

which both optical hardware and digital signal processing are
jointly designed for a desired end-to-end function.[1, 21] Because
the digital signal processing can assume some of the burden of
image feature extraction or overall image creation that is tradi-
tionally assumed by optical devices such as lenses or curved mir-
rors, the design constraints on optical hardware can be relaxed,
thereby expanding opportunities in size and form factor, or reduc-
ing hardware complexity and cost. In this approach there is no
need for the intermediate optical image to “look good,” but in-
stead merely to carry the information needed to compute the dig-
ital image. True joint design seeks the optimal tradeoff between
hardware and signal processing, where each performs the portion
of the complete image creation for which it is best suited. For
instance, chromatic aberration is difficult to correct by lenses but
rather simple to correct by digital processing while coma aberra-
tion is the reverse.[14] Computational imaging can provide novel
image functionality, and exploit novel optical elements such as
cubic phase plates for extended depth of field,[2] coded apertures
for compressive sensing and motion capture,[11] structured light-
ing for depth estimation,[3] and more.

Computational imaging has been applied to the design of
lensless diffractive imagers as well. In lensless microscopy, a
small sample, such as a biological cell, is placed close to a photo-
detector array; coherent or partially coherent illumination scatters
off the sample and interferes with the unscattered illumination to
form a holographic interference pattern on the photodetector ar-
ray. Computational deconvolution of the sensed pattern yields an
estimate of the amplitude or phase profile of the sample.[15]

Far-field lensless diffractive imaging—our central concern
here—has been demonstrated in the visible spectrum.[6, 9, 7, 8,
17, 18] This approach has better wavelength independence than
comparable micro-lens or Fresnel zone plate methods.[16] More-
over, such diffractive computational sensing can be generalized
to new types of gratings and processing matched to a specific
sensing task, such as QR code reading and visual line position
estimation.[19, 13]

The thermal infrared sensor reported here has the same fun-
damental architecture and processing as earlier systems that sense
the visible spectrum,[18, 5, 10, 20] but differs in a number of
properties, such as the sensor array technology, as we shall see.

Computational diffractive imaging: Theory
We model the image acquisition pathway as a linear system,

y = Ax+n, where the y represents the (microbolometer) sensor
readings, x the thermal distribution in the input scene, and n
sensor noise—all n×n-dimensional vectors, where n is the num-
ber of pixels on one edge of our square microbolometer, while the
n2×n2-dimensional system matrix A is determined by the point-
spread functions due to the grating and other optical properties.

Image computation is the process of finding an estimate of
the scene, x̂, given a measured sensor signal y. Different such
methods trade reconstruction accuracy (measured, for example,
by a mean-squared error) versus computational cost, and are more
or less appropriate according to the scene statistics as well as
the symmetry, expected noise, and other properties of the over-
all sensor system. The most general linear image computation
method is based on Tikhonov regularization, which makes least
assumptions about the system.[7]

The infrared system described here is approximately shift-
invariant—that is, the point spread function does not vary sig-
nificantly throughout the microbolometer area—and thus im-
age computation can be performed in the Fourier domain.[9, 1]
Let PSF(x,y) denote the (shift-invariant) point spread func-
tion (Fig. 4) and P(ωx,ωy) = F [PSF(x,y)] its two-dimensional
Fourier transform. The Fourier transform of the sensor output is
Y(ωx,ωy) = F [y(x,y)]. Finally, the Fourier transform of the de-
convolution kernel is then

K(ωx,ωy) =
P∗(ωx,ωy)

γ + |P(ωx,ωy)|2
, (1)

where ∗ denotes complex conjugation and γ is a scalar regulariza-
tion parameter whose optimal value depends upon the statistics
of the scene and the noise n. The estimate of the scene is then
efficiently computed in the Fourier domain by

x̂ = F−1[Y ·K]. (2)

Figure 1. The phase anti-symmetric spiral grating design in our thermal

IR sensor consists of three annular regions of different spatial complexity.

Here the black and white representation a phase difference of λ/2 ≈ 5 µm,

corresponding to the middle of the infrared wavelength range of interest.[8]
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Figure 2. Transmittance of Poly IR R© 2 for a sample thickness of 0.38 mm,

where the yellow highlighting corresponds to the spectral range of the sensi-

tivity of the Sofradir microbolometer array. (Replotted from FresnelTech, Inc.

data.)

Infrared sensor hardware
Spiral anti-symmetric phase gratings capture the full spatial

Fourier information up to the Nyquist rate of the microbolom-
eter (Fig. 1).[7] Our grating is made of Poly IR R© 2 material
(index of refraction n = 1.54) which has broad transmittance in
the thermal infrared (Fig. 2). The material was stamped with
a binary phase-antisymmetric spiral scaled larger from our ear-
lier visible-spectrum designs for the thermal infrared wavelengths
of interest here. Such gratings have uniquely optimal proper-
ties of robustness to manufacturing variations and to wavelength
variations.[4] Our images are “panchromatic,” that is, in a one-
dimensional scale in temperature. The grating layer is roughly
254 µm thick and mounted to a Sofradir ATOM80 uncooled
microbolometer array having a pixel pitch of 34 µm; the over-
all sensor is 2.72× 2.72 mm2 with a circular grating aperture of
2.096 mm diameter with an effective optical speed of f/1.1.

Figure 3. The sensor assembly consists of a Sofradir ATOM80 micro-

bolometer, which has a spectral response of 8–14 µm and noise-equivalent

temperature difference or NETD of roughly 100 mK at f/1 and 27◦C. The

phase grating is not shown.

The Sofradir microbolometer array has 14-bit pixels and a
frame rate of 9 f ps. Our Matlab code can process 200× 200-
pixel data in 2 ms—well above video rates. Figure 3 shows the
sensor assembly, microbolometer array, printed circuit board and
support electronics.

Figure 4. The empirical point-spread function for broad-band thermal in-

frared illumination and the phase grating shown in Fig. 1 for a point source

at the center of the field of view. We found that this point-spread function is

effectively spatially invariant throughout the field of view. Note from the scale

bar that all values are non-negative for a microbolometer.

Image signal processing
Sensor calibration consists of measuring the point-spread

function PSF(x,y), that is, the response to a plane wave or dis-
tant point source; calibration need be done just once. The ba-
sic image computation is governed by Eq. 2 but here with two
slight modifications required to compensate for properties of our
specific sensor. First, the fact that the point-spread function cov-
ers a large portion of the microbolometer sensor area means that
for large field angles (large angles of incidence) much of the re-
fracted and diffracted infrared radiation falls outside the sensor
area. (The effect of the loss of signal information is less than in
the case of an arbitrary point-spread function.) By design, the
point-spread function in Fig. 4 is radially symmetric, and thus
even as much as one half of the point-spread function falls out-
side the microbolometer array the other half is capturing the same
two-dimensional spatial frequencies, though with lower signal-to-
noise. Nevertheless, a simple application of Eq. 2 would lead to
visual artifacts from Gibbs ringing. We reduced such artifacts by
mirroring the data corresponding to the area outside the micro-
bolometer, and by artificially vignetting the signal near the pe-
riphery by a spatially separable function.

The field of view of our sensor is rather narrow: ±14◦, but
this is not a fundamental limitation of the design. The field of
view depends upon the geometry of the grating, in particular the
distance between the microbolometer pixels and the top of the
infrared window. Simulations show that such sensors could be
made to have fields of view as large as ±60◦.

Imaging results
Figure 6 shows raw sensor readings (without computational

vignetting) for a complex scene consisting of a human hand in
front of a uniform background. (The scale is in arbitrary units.)
All fingers and the thumb are visible and the shape defined enough
that simple intensity based edge detection and thresholding can
segment the hand from the background.
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Figure 5. The deconvolution kernel—the inverse Fourier transform of

K(ωx,ωy) in Eq. 1—for the empirical point-spread function in Fig. 4. Note

from the scale bar that the kernel values are both positive and negative.

Roughly speaking, this kernel is a locally high-pass version of the empirical

point-spread function.

Figure 7 shows an 80× 80-pixel reconstruction of a hand
in the center of a uniform field using the image reconstruction
algorithm described above. All computations were performed at
9 f ps on an Intel Xeon E5 processor personal computer. Although
this image is somewhat noisy and of low resolution, the image is
likely adequate for sensing and simple computer vision tasks such
as image change detection, motion estimation and object tracking.

Conclusions and future directions
To our knowledge, the system described above represents the

first demonstration of lensless computational diffractive thermal
infrared imaging. Due to the nature of computational image re-
construction in noisy environments, this architecture will be most
suited to wide-angle low-resolution imaging and sensing. The an-
gle of view can be controlled by adjusting the separation between
the grating and the microbolometer. The image quality can be im-
proved with refinements of the grating design, lower-noise sen-
sors, and improved image reconstruction methods, including ones
that incorporate priors from the scene. With minor adjustments,
the central architecture can exploit a range of detection technolo-
gies including thermopiles and microbolometers according to ap-
plication budget, wavelength sensitivity spectrum, signal-to-noise
and other requirements.[12]

A large number of applications of such technology come to
mind in the broad domains of surveillance, automotive imaging
(interior and exterior), machine inspection, food monitoring, in-
ternet of things, and elsewhere, such as face presence detection,
people counting, and infrared image change detection. In many of
these applications a low-resolution thermal image suffices when
cost and form factor preclude the use of lensed systems.

Acknowledgments
We thank Thomas Vogelsang and Gary Bronner of Rambus

Labs for organizational support and Fresnel Technologies, Inc.,
10x MicroStructures and MCSP for prototyping assistance.

Figure 6. The raw sensor signal y from the 80×80-element microbolometer

array (after calibration by subtraction of a cold image and pixel linearization)

including sensor and other noise.

Figure 7. The final reconstructed image, showing a hand in profile in front

of a uniform scene. The field of view is ±14◦.
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