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Abstract
Face recognition, as one of the most well-studied problems

in computer vision, consists of two subproblems, verification and
identification. Face verification is to determine whether two given
face images belong to the same person, while face identification is
typically to fetch the most similar faces in a gallery image set for
any given query image. In this paper, we define our face recogni-
tion task as to determine the identity of a person from this individ-
ual’s face image by using all the possibly collected face images
of this individual as training data. More specifically, our task is
to recognize the face image and link the face to a corresponding
entity key in a knowledge base. With the unique key and the asso-
ciated rich information provided by the knowledge base, our face
recognition is an end-to-end simulation of the human behavior in
face recognition. For this purpose, we design a benchmark task,
which is to recognize one million celebrities in the world from
their face images, which probably lead to one of the largest clas-
sification problems in computer vision. We describe and provide
both training and measurement datasets to facilitate research in
this area. Our datasets are larger than any existing datasets which
are publicly available, and can help close the gap to the scale of
the datasets used privately in industry.

Introduction
The recent breakthrough in computer vision benefits greatly

from large scale training datasets and clearly defined tasks with
rigorous metrics to inspire the community. A typical example is
the large scale visual recognition challenge (ILSVRC) [1], which
provides both instrumental training data and clearly defined tasks
including image classification, object detection and localization,
has inspired phenomenal great progresses in the area, including
[2, 3, 4].

In this paper, we design a new benchmark task, and provide
the corresponding large scale training and measurement datasets
for face recognition, which has been a critical and special problem
in computer vision. There are two types of tasks for face recog-
nition. One is very well-studied, called face verification, which is
to determine whether two given face images belong to the same
person. Recently, the interest in the other type of face recogni-
tion task, face identification, has greatly increased [5, 6, 7, 8]. For
typical face identification problems, two sets of face images are
given, called gallery set and query set. Then the task is, for a
given face image in the query set, to find the most similar faces in
the gallery image set. When the gallery image set only has a very
limited number (say, less than five) of face images for each indi-
vidual, the most effective solution is still to learn a generic feature
which can tell whether or not two face images are the same per-

son, which is essentially still the problem of face verification.
Despite all the efforts and progresses in face recognition, we

still observe gaps in the following two aspects. First, we do not
see enough effort in determining the identity of a person from
a face image with disambiguation, especially in web-scale. The
current face identification task mainly focuses on finding simi-
lar images (in terms of certain types of distance metric) for the
input image, rather than answering questions such as “who is in
the image?” and “if it is George in the image, which George?”.
This lacks the important last step of “recognizing”. Second, the
publicly available datasets are much smaller than that being used
privately in industry, such as Facebook [9, 8] and Google [10],
as summarized in Table 1. Though the research in face recogni-
tion highly desires large datasets consisting of many distinct peo-
ple, such large dataset is not easily or publicly accessible to most
researchers. This greatly limits the contributions from research
groups, especially in academia.

This paper is mainly to close the above two gaps. Our first
contribution is that we define our face recognition as to deter-
mine the identity of a person from his/her face images. More
specifically, we introduce a knowledge base into face recognition,
since in the knowledge base, each person (typically celebrity) is
identified by a unique entity key, which is associated with rich de-
scriptions/properties, including date of birth, professions, place of
birth, representative images, etc. Then our face recognition task
is to recognize the face image and link the face to a unique entity
key in the knowledge base. For example, in Figure 1, given an
image on the left, our task is to recognize the person in the image
(who is ”George W. Bush”), and link this image with the entity
key associated with the following properties: named ”George W.
Bush”, who was born on July 6, 1946, and served as the 43rd
president of the United States of American from 2001 to 2009.

Figure 1. An example of our face recognition task. Input is an image from

the web, the task is to recognize the face in the image and then link this face

with the corresponding entity key in the knowledge base.
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Our face recognition task has the following advantages.
First, our face recognition task is to link the image with an en-
tity key in the knowledge base, rather than an isolated string for
a person’s name. This setup naturally solves the disambiguation
issue in the traditional face recognition task. Moreover, the linked
entity key is associated with rich and comprehensive information
in the knowledge base, which makes our task more similar to hu-
man behavior compared with traditional face identification, since
retrieving the individual’s name as well as the associated informa-
tion naturally take place when humans are viewing a face image.
Our face recognition task completes the last step of “recognizing”
a face image. A lot of real applications could benefit from our
face recognition task, including image search/retrieval, ranking,
caption generation, image deep understanding, etc.

Our second contribution is that we design a large scale
benchmark task for our face recognition problem described above
and construct a measurement set for this task. More specifically,
we organize a list for one million celebrities from a knowledge
base and encourage researchers to build recognizers to recognize
(from face images) as many celebrities in this one-million list as
possible with high accuracy. We focus on one million popular
celebrities because only with popular celebrities, we can build up
publicly available dataset consisting of large scale of images of
many distinct people, which is highly desired by the research in
face recognition area. We leverage a knowledge base to gener-
ate our one-million celebrity list since recently knowledge bases
can provide accurate identifiers and rich properties for celebrities.
Examples include Satori knowledge graph in Microsoft and “free-
base” in [11]. We chose to leverage freebase to provide entity key
for the one million celebrities in our list due to its good coverage,
public availability, and free licensing. More details are provided
in the dataset construction section.

In order to evaluate the recognition performance on our one-
million celebrity list, we construct a measurement set by blending
a set of carefully labeled images and a set of distractor images.
For the labeled images, due to limited resource, we sample 1000
celebrities from the one-million celebrity list and provide one im-
age per celebrity. We will have more celebrities carefully labeled
to expand our measurement set in the near future. The distractor
images are images of other celebrities or ordinary people on the
web.

Note that we do not expose the selected celebrities in our
measurement set. Though we do not require to exclude celebri-
ties in our measurement from the training data set, our task still
requires the recognition model to have generalization ability, due
to the following reasons. First, there are one million celebrities
to be recognized in our task, and there are millions of images for
some popular celebrities on the web. Therefore the chance to in-
clude the measurement images in the training set is relatively low,
as long as the celebrity list in the measurement set is hidden. Sec-
ond, it is too expensive to manually label all the images for every
celebrity in our one-million list. This is different from most of the
existing face recognition benchmark tasks, in which the measure-
ment set is published and targeted on a small group of people. For
these traditional benchmark tasks, the images of all the persons in
the measurement set need to be removed from the training set.

With the above setup, our benchmark task has the follow-
ing attractive challenges. First, researchers need to build a recog-

nizer which could robustly distinguish one million people faces,
rather than focusing merely on a small group of people. To the
best of our knowledge, this may lead to the largest classification
problem in the face recognition area. With the increase of the
number of classes, the inter-variation between classes tends to de-
crease. There are celebrities look very similar to each other (or
even twins) in our one-million list. Second, some celebrities have
millions of images available on the web and he/she may look very
different in different images due to different lighting conditions,
poses, makeups, growth of age, or even sex reassignment surgery.
This introduces a large intra-class variation.

The above challenges triggers our third contribution: we pro-
vide a very large training dataset to facilitate the above face recog-
nition task. In order to prepare this training dataset, we select the
top 100K celebrities from our one-million celebrity list in terms of
their web appearance frequency, and provide approximately 100
images per entity. Note these images are obtained by scraping
popular search engines and may contain noises. This is because
to prepare training data of this size is beyond the scale of man-
ually labeling, and we observe that, even with noise, more data
could still be able to benefit the face recognition model, which is
also reported in [12]. Moreover, we believe that to remove the
noisy label as preprocessing and/or make the model training more
robust to noisy labels are valuable research topics too, so we leave
this problem open. For this reason, we do not limit the use of out-
side training data that can be collected on the web. This is similar
to the unrestricted, labeled outside data setting in Labeled Faces
in the Wild (LFW) [13] benchmark.

The 100K celebrities in the training set covers about 75% of
celebrities in our measurement set, And we encourage people to
bring in more outside data and evaluate experimental results in a
separate track. Especially, we encourage people label their data
with entity keys in the freebase snapshot provided together with
the training and measurement datasets, so that different datasets
could be easily merged to facilitate collaboration.

Related works
There are two types of tasks for face recognition. One is face

verification, which is to determine whether two given face im-
ages belong to the same person. Face verification has been heav-
ily investigated. One of the most widely used measurement sets
for verification is Labeled Faces in the Wild (LFW) in [13][14],
which provides 3000 matched face image pairs and 3000 mis-
matched face image pairs, and allow researchers to report veri-
fication accuracy with different settings. The best performance
on LFW datasets has been frequently updated in the past several
years. Especially, with the “unrestricted, labeled outside data”
setting, multiple research groups have claimed higher accuracy
than human performance for verification task on LFW [10][5].

Recently, the interest in the other type of face recognition
task, face identification, has increased [5] [6] [7] [8]. For typi-
cal face identification problem, two sets of face images are given,
called gallery set and query set. Then the task is, for a given
face image in the query set, to find the most similar faces in the
gallery image set. Currently, the MegaFace in [7] might be one of
the most difficult face identification benchmarks. The difficulty
of MegaFace mainly comes from the up to one million distrac-
tors blended in the gallery image set. Note that the query set in
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MegaFace are selected from images from FaceScrub [15] and FG-
NET [16], which contains 530 and 82 persons respectively.

Several datasets have been published to facilitate the train-
ing for the face verification and identification tasks. Examples in-
clude LFW [13, 14], Youtube Face Database (YFD) [17], Celeb-
Faces+ [18], and CASIA-WebFace [19]. In LFW, 13000 images
of faces were collected from the web, and then carefully labeled
with celebrities’ names. The YFD contains 3425 videos of 1595
different people. The CelebFace+ dataset contains 202,599 face
images of 10,177 celebrities. People in CelebFaces+ and LFW
are mutually exclusive. A quick summary is shown in Table 1.

Table 1. Face recognition datasets
Dataset Available people images

LFW public 5K 13K
YFD public 1595 3425 videos

CelebFaces public 10K 202K
CASIA-WebFace public 10K 500K

Ours public 100K about 10M
Facebook private 4K 4400K

Google private 8M 100-200M

As shown in Table 1, our training dataset is considerably
larger than the publicly available datasets. Another important dif-
ference between our training dataset and other datasets is that our
dataset is determined to facilitate our celebrity recognition task, so
our dataset needs to cover as many popular celebrities as possible,
while other datasets are mainly used to train a generalizable face
feature, and celebrity coverage is not a concern for these datasets.
That is, if a people name corresponds to multiple celebrities, for
example, Mike Smith, and will lead to ambiguous image search
result, these celebrities are normally removed from these datasets
to ensure the precision of the collected training data.

Dataset construction
Our face recognition task is to recognize one million celebri-

ties from their face images. This section is to describe the steps
to obtain the one-million celebrity list, and steps to construct the
measurement and the training set.

One million celebrity list
We select one million celebrities, who are real persons in the

world and have/had public attentions. The steps for selection are
described in details in the following paragraphs.

First, we select a subset of entities from a knowledge base
called freebase [11] based on the information within freebase. In
freebase, each entity is identified by a unique key (called machine
identifier, mid in [11]), and associated with rich properties. More
specifically, we select the entities of which the properties satisfy
all the three following conditions.

• The object type of the entity is defined as “people.person”
in freebase.
This condition means that we select entities which are
claimed (by freebase) to be real persons in the world. We
don’t include movie characters since their appearance is not
strictly defined, especially when a classic movie is retaken.

• The entities are required to have at least one of the properties
unique for human beings, such as “person’s name”, “place
of birth”, “date of birth”, “person’s professions”.
This condition removes the entities which have too sparse
information for us to collect and label images. This condi-
tion also helps us to remove some of the entities of which the
object type are mislabeled as “people.person” in freebase.

• If the date of birth is available for a given entity in freebase,
this entity can not be selected if he/she was born before the
mid-nineteenth century.
The reason for this condition is as follows. The first roll-film
specialized camera “Kodak” was invented in 1888 [20] and
started to get popular in late nineteenth century. We can not
rely on drawings or sculptures to recognize people’s faces,
since whether they are visually similar to the actual person
could be subjective and arguable. An interesting example is
that the sculpture of John Harvard in Harvard university is
claimed to be inspired by a Harvard student Sherman Hoar
rather than Harvard himself, since no one knew what John
Harvard had looked like [21].

In the second step, we rank all the entities in the above sub-
set according to the frequency of their occurrence on the web.
Then, we select the top one million entities to form our one mil-
lion celebrity list and provide their entity keys (mid) in freebase.
The occurrence frequency for a given entity is obtained by count-
ing how many documents contain this entity in a large corpus with
billions of documents from the web.

Measurement dataset
The measurement set is to evaluate the performance of rec-

ognizing the one million celebrities described in the last subsec-
tion. The measurement set is constructed by blending a set of
carefully labeled images and a set of distractor images.

It is not feasible to include all the one million celebrities in
the measurement set. Therefore, for the labeled images, we sam-
ple 1000 celebrities 1 from the one-million celebrity list and pro-
vide one image for each of the celebrity. The correctness of our
measurement dataset is ensured by multiple iterations of careful
review and rigorous consensus verification. In order to represent
the popularity distribution of celebrities on the web, we applied
the weighted random sampling.

Let fi denote the number of documents mentioned the ith

celebrity on the web. Though setting the sampling weights to be
proportional to fi seems to be a natural solution, we don’t choose
this option since this option will make our measurement set barely
contain any celebrities from the bottom 90% in our one-million
list (ordered by fi). The reason is that the distribution of f is
too skewed. For example, Justin Bieber (entity key m.06w2sn5 in
[11]) has been mentioned by millions of distinct documents in our
experiment, while most of the professors have been mentioned by
less than 10 documents.

In order to make our task more challenge, in the random sam-
pling procedure, we set the probability for the ith celebrity to get
selected to be proportional to f ′i defined in the following equation.

1We will increase the number of celebrities in our measurement set in
the future.
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f ′i = f
1√
5

i . (1)

According to Equation 1, on one hand, celebrities who are more
popular (with larger fi) have larger chances to be selected. On the
other hand, the exponent 1/

√
5, which is obtained empirically, is

used to penalize the probability of celebrities with large f to be
selected to include some celebrities with small f .

According to our experiments, with the adjustment in Equa-
tion 1, though the measurement set is still mainly focused on the
most popular celebrities, about 25% of the celebrities in our mea-
surement set are ranked in the bottom 90% in our one-million
celebrity list (ordered by f ), as shown in Figure 2 (b). Since the
list of the celebrities in our measurement set is not exposed, re-
searchers need to include as many celebrities as possible from our
one-million list to improve the recall. This may make our task one
of the largest classification problems in the area.

In our measurement set, the 1000 images for these 1000
celebrities are blended with images from other celebrities or ordi-
nary people online. The precision and recall are used to evaluate
the model performance.

Training dataset
In order to facilitate the above face recognition task we pro-

vide a large training dataset. This training dataset is prepared by
the following two steps. First, we select the top 100K entities
from our one-million celebrity list in terms of their web appear-
ance frequency. Then, we leverage popular search engines to pro-
vide approximately 100 images per celebrity.

(a) With sampling weight f

(b) With sampling weight f ′ defined in (1)

Figure 2. Distribution of the celebrities obtained by sampling with differ-

ent weights. With the sampling weights f ′ defined in (1), about 25% of our

measurement set are ranked in the bottom 90% in our one-million list, which

encourages researchers to explore the entire celebrity list.

Two examples are shown in Figure 3 and Figure 4. As shown
in the figures, same celebrity may look very differently in different
images. In Figure 3, Lady Gaga (m.0478 m) looks visually differ-
ent due to different lighting, different poses, and heavy makeups.
In Figure 4, we see images for Steve Jobs (m.06y3r) when he was
about 20/30 years old, as well as images when he was about 50
years old. The image at row 9, column 4 in Figure 4 is claimed
to be Steve Jobs when he was in high school. Notice that the im-
age in the right corner in Figure 4, marked with red rectangle is

Figure 3. Examples of the training images we provided for the celebrity with

entity key m.0478 m (Lady Gaga)

Figure 4. Examples of the training images we provided for the celebrity with

entity key m.06y3r (Steve Jobs). The image marked with a green rectangle

(at row 9, column 4) is claimed to be Steve Jobs when he was in high school.

The image in the right corner, marked with a red rectangle is considered as a

noise sample in our dataset, since it is synthesized by combining one image

of Steve Jobs and one image of Ashton Kutcher, who is the actor in the movie

“Jobs”.
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considered as a noise sample in our dataset, since this image was
synthesized by combining one image of Steve Jobs and one image
of Ashton Kutcher, who is the actor in the movie “Jobs”.

As we have mentioned in the introduction section, we do not
manually remove the noise in this training data set. This is par-
tially because to prepare training data of this size is beyond the
scale of manually labeling. In addition, we have observed that
the state-of-the-art deep neural network learning algorithm can
tolerate a certain level of noise in the training data. Though for
a small percentage of celebrities their image search result is far
from perfect, more data especially more individuals covered by
the training data could still be of great value to the face recogni-
tion research, which is also reported in [12]. Moreover, we be-
lieve that data cleaning, noisy label removal, and learning with
noisy data are all good and real problems that are worth of dedi-
cated research efforts. Therefore, we leave this problem open and
even do not limit the use of outside training data.

As mentioned in the previous subsection, our 100K-list in
the training set only covers about 75% of celebrities in our mea-
surement set, so that to encourage researchers to bring in outside
data to get higher recognition recall rate and compare experimen-
tal results in a separate track. Especially, we encourage people
label their data with entity keys in the freebase snapshot we pro-
vided and publish, so that different dataset could be easily merged
to facilitate collaboration.

Conclusions and Discussions
In this paper, we have defined our face recognition task as

to determine the identity of a person from the face image. More
specifically, our task is to recognize the face image and link the
face to a corresponding entity key in a knowledge base. With the
unique key and the associated rich information provided by the
knowledge base, our face identification is an end-to-end simula-
tion of the human behavior in face recognition. Moreover, we
design a benchmark task, with the target to recognize one mil-
lion celebrities in the world from their face images, which prob-
ably lead to one of the largest classification problems in the area.
We describe and provide both training and measurement datasets
to facilitate research in the area. Our dataset are larger than the
datasets which are now publicly available, and closes the gap to
the scale of the datasets used privately in industry.

Beyond face recognition, our datasets could inspire other
research topics. For example, people could adopt one of the
cutting-edge unsupervised/semi-supervised clustering algorithms
[22, 23, 24, 25] on our training dataset, and/or develop new algo-
rithms which can accurately locate and remove outliers in a large,
real dataset. Another interesting topic is the to build estimators to
predict a person’s properties from his/her face images. For exam-
ple, the images in our training dataset are associated with entity
keys in knowledge base, of which the gender information (or other
properties) could be easily retrieved. People could train a robust
gender classifier for the face images in the wild based on this large
scale training data. We look forward to exciting research inspired
by our training dataset and benchmark task.
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