
Two-step Learning of Deep Convolutional Neural Network for
Discriminative Face Recognition under Varying Illumination
Yeoreum Choi, Hyung-Il Kim, and Yong Man Ro 1; IVY Lab, School of Electrical Engineering, KAIST; Republic of Korea

Abstract
In real-world face recognition (FR) scenario, illumination

variation has been known to be a challenging problem because
face appearance dramatically changes depending on the illumi-
nation conditions. In order to deal with this illumination varia-
tion effectively, an illumination-reduced feature learning method
using deep convolutional neural network (DCNN) is proposed in
this paper. It is motivated by the capability of deep learning that
represents highly complicated nonlinear structures. Our learn-
ing method is mainly comprised of following two-steps: 1) learn-
ing illumination patterns for eliminating illumination effect and
2) learning for maximizing discriminative power of feature rep-
resentation. Experimental results on CMU Multi-PIE database
have demonstrated that the proposed method outperforms the pre-
vious works in terms of FR accuracy.

Introduction
Face recognition (FR) has received a great deal of attention

for the wide range of applications (e.g., video surveillance secu-
rity and biometric identification) [1], [2]. In spite of the recent
progress, precise FR under uncontrolled environments is still a
challenging problem. In particular, varying illumination condition
including low light intensity and shading effect has been known
to be a great challenging factor in FR [3]. Face appearance could
be changed as illumination changes. So face appearance variation
caused by illumination could surpass face identification variation
between persons [3].

To deal with the varying illumination problem in FR, one
of the typical approaches is photometric normalization-based
method [4]. This approach is basically to classify a face into a
specific identity after normalizing illumination effect. There have
been several works with similar approach [5], [7]-[9]. Traditional
image processing method such as histogram equalization [5] tries
to compensate illumination changes by adjusting gray level distri-
bution. Some researchers have suggested Lambertian reflectance
model-based methods [7]-[9]. They have been motivated by the
fact that facial parts (e.g., eyes, tips, etc.) are considered as rela-
tively higher spatial frequencies, while the illumination parts are
considered as low spatial frequencies [6]. The authors in [7] have
proposed a multi-scale retinex algorithm that reduces the effect
of illumination by dividing facial image with a smoothed version
of facial image. In [8], the authors have proposed the Gradient-
Face, which shows the gradient direction of face images. In [9],
Weber-face extracts locally salient patterns using relative terms
(i.e., relative intensity difference of a pixel against its neighbors
and the intensity of current pixel) inspired by Webers law [10].

However, previous methods abovementioned have mainly
two limitations. First, a varying illumination condition encoun-
tered in an uncontrolled environment could not be specifically

modelled. Moreover, [11] have pointed out that, for an object
with Lambertian reflectance, there are no discriminative functions
which are invariant to illumination. Thus the existing methods
could merely determine functions which are insensitive to illumi-
nation changes. Second, by normalizing face images (i.e., reduc-
ing illumination effect), facial appearance information (e.g., tex-
ture information) could be reduced. In particular, in [9], only edge
information remains. So detailed facial texture information could
disappear, which is important feature for discriminating persons.
Consequently, it causes poor recognition performance due to the
reduction of identity information.

A learning-based approach to minimize the illumination
effect instead of photometric normalization models could be
promising. Face images with varying illumination conditions are
known to be distributed on highly complex nonlinear manifold
[12]. A learning approach could handle the complicated nonlin-
earity and enhance discriminative power for the purpose of FR.

In this paper, we propose a robust FR method which ad-
dresses both learning illumination patterns and enhancing dis-
criminative power of feature representations under varying illu-
mination conditions. More specifically, motivated by the property
of learning hierarchical nonlinear representation of a deep learn-
ing, we propose the two-step learning of deep convolutional neu-
ral networks (DCNN): 1) learning of illumination patterns and 2)
enhancement of discriminative power. By learning DCNN in the
two steps, the proposed method can learn a latent facial feature
representation robust to illumination variation with enhanced dis-
criminative power. The contributions of the paper are summarized
as two folds:

• Through the first step learning, illumination effect on a face
image is learned by a DCNN. By eliminating the learned
illumination effect, face image could be robust to shadow
and varying light intensity while texture information of face
image could be preserved.

• For illumination-reduced face image from the first step, sub-
sequent DCNN layers are trained to maximize variations be-
tween persons in the second step. Then DCNN is learnt to
minimize the intra-class variation between features. Conse-
quently, the proposed method make DCNN maximize dis-
criminative power in terms of feature representation.

Experimental results with CMU Multi-PIE database [13]
show that the proposed method successfully improves FR perfor-
mance compared to the previous works under varying illumina-
tion conditions.

The rest of this paper is organized as follows: Section 2 de-
scribes the proposed two-step learning of DCNN with their train-
ing procedure in detail. In Section 3, we present and discuss
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Figure 1. FR method robust to illumination variations learned with the

proposed two-step learning method.

experimental results. Finally, Section 4 provides concluding re-
marks.

Proposed Two-step Learning of DCNN
As seen in Fig. 1, the proposed FR method is based on the

learned DCNN model by two-step learning, which is comprised
of: 1) learning of illumination patterns (Step 1) and 2) enhance-
ment of discriminative power with the illumination-reduced face
image (Step 2). In Step 1, for face images with a variety of il-
lumination variations, latent illumination patterns are learned by
the DCNN, i.e., mapping from input face images with illumina-
tion variations to illumination patterns. Then, by subtracting input
face images with the learned illumination patterns, illumination-
reduced face images are generated. Based on the illumination-
reduced face images, subsequent DCNN is learned for enhancing
discriminative power by considering both inter-class variation and
intra-class variation. Note that even if some facial appearance in-
formation might be affected by reducing illumination variation,
Step 2 could provide the enhancement of discriminative power in
the feature subspace for FR. More details of the proposed method
are described in the next subsections.

Step 1: Learning illumination patterns
The objective of Step 1 is to learn latent illumination patterns

for face images with various illumination conditions in DCNN
structure. In order to achieve the objective, the DCNN of Step 1
is learned by minimizing the similarity between input face image
which has an illumination variation and expected illumination.
The expected illumination for the input face image is estimated
as difference from corresponding neutral illumination face image.
An effective learning can be performed by mapping from the in-
put face image to the expected illumination which the input face
image has. Furthermore, since the proposed learning method in
Step 1 takes only illumination effect, facial structural information
could be preserved. More details of the learning in Step 1 are as
follows.

Given a training face image xc,n from the n-th image of the
c-th class, the difference between xc,n and the neutral illumina-
tion face image xc for the c-th class is computed as the expected
illumination, i.e., ic,n = xc,n− xc. Slight mis-alignment between
xc,n and xc could be negligible due to translational and rotational
invariance property [14] of DCNN. Note that since the difference
is taken for each subject, the identity information could be pre-
served. Then, based on the similarity between the feature yc,n

(i.e., the output of the last fully-connected layer in the DCNN)
and the expected illumination of ic,n, the DCNN is learned in Step
1 by minimizing the following equation:

EStep1 =
1
2 ∑

c,n
g
(
‖yc,n− ic,n‖2

)
, (1)

where the function g(z) is defined as g(z) = (1/β ) log(1 +
exp(β z)) with a sharpness parameter β , which function is known
as the smoothed approximation of [z]+ = max(0,z) [15]. After
learning the DCNN based on Eq. (1), illumination pattern (de-
noted as Λ(yc,n)) could be obtained by reshaping the last fully-
connected layer (F5). By subtracting the input face image with the
learned illumination pattern, we can obtain illumination-reduced
face image x̂c,n = xc,n−Λ(yc,n), which will be the input for Step 2
learning. The illumination-reduced face image obtained by Step 1
can eliminate illumination effect while preserving face structural
information for face recognition.

Step 2: Maximizing discriminative power of fea-
ture representation

From Step 1, we obtain illumination-reduced face images.
Using these images, we learn subsequent DCNN in Step 2 for
maximizing the discriminative power of feature representation. In
this paper, in order to utilize the learned illumination patterns in-
formation in Step 1, DCNN parameters (e.g., weights and bias)
to be learned in Step 2 is initialized by the parameters learned in
Step 1. These learned weights have already plentiful information
about face characteristics, thus they are useful to converge faster.
In order to increase the discriminative power, Step 2 learns DCNN
based on two objective functions for a class label and feature rep-
resentation (see below Eq. (2) and (3)). By Eq. (2), we learn
DCNN in terms of classification accuracy for class label. In addi-
tion, by considering Eq. (3) in terms of feature representation, we
can significantly enhance the discriminative power.

For the class label, we learn DCNN based on a cross entropy
error function [16] between target probability distribution (target
class label) and the predicted probability distribution (predicted
class label) for the softmax layer (see Fig. 3(b)). The error func-
tion is defined as

E1
Step2 =−∑

c,n
∑

i
t i
c,n log t̂ i

c,n =−∑
c,n

log t̂c
c,n, (2)

where tm
c,n = [t1

c,n, t
2
c,n, · · · , tC

c,n]
T is target probability distribution

about x̂c,n which is the n-th illumination-reduced training sample
of the c-th class, tl

c,n is predicted probability distribution, and C
denotes the number of classes in training data. Then, in order to
enhance discriminative power more, we consider the intra-class
similarity [17] in terms of feature representation. In other words,
feature vector extracted by the DCNN is enforced to minimize the
following function:

E2
Step2 =

1
2 ∑

c,n
g
(
‖qc,n−mc‖2−

(
dc

min

)2
)
, (3)

where qc,n is feature vector to be learned for the illumination-
reduced training samples x̂c,n, mc denotes the mean vector of
feature vectors for the c-th class with Nc training samples, i.e.,
mc = (1/Nc)∑n qc,n and dc

min is the half of the minimum dis-
tance between mc and mk for all k except the c-th class. Through
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the minimization of the function, Eq. (3) makes the distance be-
tween feature vectors within a class be smaller than dc

min in multi-
dimensional space.

Classification
With the learned DCNN in Step 1 of the proposed method, a

test face image xTst is feed-forwarded to obtain the illumination-
reduced face image x̂Tst. Then, the illumination-reduced face im-
age is forwarded into the DCNN learned in Step 2 of the proposed
method. Finally, a feature vector qTst is obtained for the purpose
of FR. For the classification for face recognition, we compute
gallery feature vectors q1

Gal, · · · ,q
C
Gal corresponding to gallery

face images x1
Gal, · · · ,x

C
Gal of C classes. For the classification,

1-nearest neighborhood classifier is used based on Euclidean dis-
tance.

Experimental Results

Figure 2. Example face images from CMU Multi-PIE dataset under 20

different illumination conditions.

Experimental Setups
In order to verify the proposed method, the subset of the pub-

licly available CMU Multi-PIE database [13] was used. For con-
sidering the effectiveness of the proposed method under varying
illumination, frontal face images with all illumination conditions
(i.e., 20 conditions [13]) were selected as shown in Fig. 2. The
number of subjects is 337 persons across the 4 sessions. All face
images used in our experiments were cropped by using the facial
landmarks in [17]. Each cropped facial image was resized to 32
32 pixels. To evaluate the proposed method, we measured FR ac-
curacy, where the training set (for learning the proposed DCNN
structure) and the test set were mutually exclusive. The first 200
subjects were used for the training set and remaining 137 subjects
were chosen for the test set. When testing, the gallery images
were set to face images with neutral illumination and other im-
ages with varying illuminations were used as the probe images.
The number of training, gallery, and probe images is 4,000, 137,
and 2,603, respectively.

In the experiment, a DCNN structure was set up (refer to Fig.
3), which consisted of three convolutional layers, a max-pooling
layer, and two fully-connected layers. For the first convolutional
layer (C1), 32 different 55 filters were used for the convolution.
The pooling layer (P1) took the maximum value in each 22 region.
For C2 and C3, the number of filters was equally 64 and the size of
a filter was 55 and 33, respectively. The fully-connected layer F4
consisted of 1,024 units, and the last fully-connected layer F5 only
used in Step2 had 200 units which was the number of classes in
the training set. In order to train the proposed DCNN architecture,

(a)

(b)

Figure 3. DCNN architectures adopted in the proposed learning method.

(a) DCNN for learning illumination patterns. (b) DCNN for maximizing the

discriminative power of feature representation.

the initial learning rate was set to 0.002 in Step 1. Otherwise, in
Step 2, initial learning rate was set differently according to the
equation. was set to 0.01 for Eq. (2), and 0.002 for Eq. (3).
The learning rate decayed exponentially as [20], where was the
learning rate of previous epoch and was that of current epoch.

Visualization of Feature Subspace
Fig. 4 visualizes a 2D feature spaces from the DCNN learned

with the proposed method for the probe face images under vary-
ing illuminations, where each dot represents a feature. To visu-
alize the feature subspace in 2D space, we adopted t-SNE [21].
And, the features under 20 different illumination conditions are
plotted in different colors from 30 different classes in Fig. 4(a),
(b), and (c). As seen in Fig. 4(a), feature distribution under dif-
ferent illumination variations is severely overlapped. So, it is dif-
ficult to discriminate between persons. After Step 1, feature be-
comes more separable by eliminating illumination effect on face
images. Furthermore, after Step 2, the proposed method shows
higher separability, i.e., minimizing intra-class variations as well
as maximizing intra-class variations.

Classification Results
Table 1 shows FR accuracy and comparison with the existing

FR methods robust to illumination variations. For the compari-
son, histogram equalization [5], multi-scale retinex [7], Gradient-
Face [8], Weber-face [9], and Conventional CNN [17] were used,
where the first four methods were photometric normalization-
based approaches and the last one was a conventional deep
learning-based approach. In [8], after applying GradientFace
method, they used modified gradient-based L1 distance for the
classification. In other methods, 1-nearest neighbor classifier
was used based on Euclidean distance. Among photometric
normalization-based methods, Weber-face showed the best FR ac-
curacy (90.47%). Conventional CNN showed lower performance
than some illumination normalizing methods. The conventional
CNN was directly trained by face images without considering il-
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(a) Original 2D feature space under illumination variations.

(b) 2D feature space learned with the proposed method (after Step 1).

(c) 2D feature space learned with the proposed method (after Step 2).

Figure 4. Visualization of 2D feature spaces. Each dot represents a feature

from 30 different classes under 20 illumination variations. (Best viewed in

color.)

lumination variations, it failed to extract discriminative facial fea-
tures. On the other hand, in our proposed method, varying illu-
mination effects were eliminated in Step 1 and the latent feature

Table 1. FR accuracy comparisons with the proposed method
and the previous works.

Method Recognition rate

Histogram equalization [5] 43.10%

Multi-scale retinex [7] 60.55%

GradientFace [8] 84.75%

Weber-Face [9] 90.47%

Conventional CNN [18] 72.22%

Proposed method 96.24%

extraction for face recognition could be performed well by Step
2. The proposed method showed the best performance which was
96.24%.

Conclusion
In this paper, we proposed a two-step learning of deep con-

volutional neural networks for a new illumination-reduced feature
representation. For that purpose, the proposed method consisted
of the following two steps: 1) the DCNN in Step 1 is learned to ex-
tract illumination pattern from face images. 2) The DCNN in Step
2 is learned to enhance a discriminative power. Through the com-
parative experiments with CMU Multi-PIE dataset under vary-
ing illumination conditions, we showed that the proposed method
outperformed photometric normalization-based methods and the
conventional CNN.
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