©2016 Society for Imaging Science and Technology

MaVis: Machine Learning Aided Multi-Model Framework for Time Series
Visual Analytics

Kaiyu Zhao, Matthew Ward, Elke Rundensteiner, and Huong Higgins *

Worcester Polytechnic Institute

ABSTRACT

The ultimate goal of any visual analytic task is to make sense of
the data and gain insights. Unfortunately, the continuously growing
scale of the data nowadays challenges the traditional data analytics
in the “big-data” era. Particularly, the human cognitive capabili-
ties are constant whereas the data scale is not. Furthermore, most
existing work focus on how to extract interesting information and
present that to the user while not emphasizing on how to provide
options to the analysts if the extracted information is not interest-
ing. In this paper, we propose a visual analytic tool called MaVis
that integrates multiple machine learning models with a plug-and-
play style to describe the input data. It allows the analysts to choose
the way they prefer to summarize the data. The MaVis framework
provides multiple linked analytic spaces for interpretation at differ-
ent levels. The low level data space handles data binning strategy
while the high level model space handles model summarizations
(i.e. clusters or trends). MaVis also supports model analytics that
visualize the summarized patterns and compare and contrast them.
This framework is shown to provide several novel methods of in-
vestigating co-movement patterns of timeseries dataset which is a
common interest of medical sciences, finance, business and engi-
neering alike. Lastly we demonstrate the usefulness of our frame-
work via case study and user study using a stock price dataset.

Index Terms: H.5.2 [Information Interfaces and Presentation]:
User Interfaces—Graphical user interfaces;

1 INTRODUCTION

Visual analytics nowadays has to deal with increasingly large scale
data more often than ever in this “big-data” era. One significant bot-
tleneck for large-scale visual analytics is the human element within
the analytic workflow [44]. While data scale is growing continu-
ously and rapidly, the human cognitive abilities remain constant.
The contradiction undoubtedly poses great challenges to the design
of useful visual analytics systems that do not overload the analysts.
To alleviate the cognition load, the data are often processed in a
data reduction pipeline involving binning, filtering, sampling, sum-
marizing and other variations [26]. Such data reduction process
is a non-trivial task due to a chicken-and-egg dilemma. Namely,
One, it has to capture the “interestingness” of the data to provide an
overview of the data space, while two, the “interestingness” can of-
ten only be determined by the analysts after they ”see” the data. In a
typical visual analytics process, the data reduction is often embed-
ded in a user-driven exploratory data analysis [39] process where
analysts experiment with different methods to gain insights by trail
and error. However, this not only takes significant amount of time
given the complexity and the growing scale of data nowadays, but
also can be ineffective without approperiate visual support.

In order to address the above challenges, we propose a plug-and-
play visualization framework that integrate multiple machine learn-
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ing models to summarize the interestingness of the raw data. Four
analytic spaces are provided to support this task and each of them is
a specific scope for analytic tasks that are applicable to a particular
type of objects such as data, models, model relationships or user
queries. The models in MaVis are compact descriptions of the raw
data such as clusters, trends and others. They are visualized and
presented in a derived model space to provide compacted represen-
tation (e.g., cluster radius, slope and etc.) of the original raw data.
The cognitive load can be significantly reduced by using machine
learning models that lead to very compact descriptions. For exam-
ple, 1 million data points can be effectively reduced to k clusters
(k < 1 million) in the cluster model space so that the analyst can
have a grasp of the underlying data space. While in need high per-
formance modern machine learning algorithms and a expectation of
distributed infrastructures, dealing with large scale data is not our
primary focus. The focus instead is related to the second half of the
chicken-and-egg dilemma when an analyst may find a pattern not
interesting or he/she does not know what is interesting, specifically,
1) what if the extracted clusters are not considered interesting by
some analysts? 2) what if the analysts are not sure which models
are more interesting? To tackle the first issue, we design visual
dinstinctions for the model descriptions that enables the analysts
to swiftly determine what model to explore and. To deal with the
second issue, we support the exploratory data analysis workflow of
testing multiple methods and comparing them to reach a final con-
clusion. MaVis incorporates 3 commonly used models and a higher
level analytic space, namely, model relation space, to support such
comparison activities via linked views. For example, to determine
whether linear or non-linear trends are more appropriate to describe
the underlying data, an analysts may want to compare the two mod-
els in the model relation space and decide which model type reveals
more interesting patterns.

The model descriptions, however, are dependent not only on the
model type but also on the local data partitions that are used for cre-
ating models. As discussed in [46, 32], the description of a model
(e.g., slope of trend) is also determined by the data partition of the
data space. For example, the trend slope of this year’s data may be
different from that of last year’s. To get an overview of the data
space, the MaVis model relation space also support the relationship
analysis of local model descriptions.

However, investigating such phenomena can add complexity to
the comparison analysis of the model relation space as there are,
for instance, so many ways to partition the space. To facilitate such
analysis, MaVis provides analysts the capability of managing and
comparing their discoveries in a nugget space to keep track of the
findings of an analyst. A nugget contains a subset of the points of
interest and then summarize it for future analysis. For example,
when an analyst identifies two clusters in two different data parti-
tions, the nugget space maintains summaries of such observations
which may lead to other discoveries such as overlap of two clusters.

The main contributions of this work are as follows:

o Explorations: We design visualizations on top of machine learn-
ing tools to help reduce the scale of data. The plug-and-play
models and multi-model comparison allows the user to explore
the data from multiple angles with ease.

VDA-493.1



©2016 Society for Imaging Science and Technology

TiMov View

®@

1 y 4 5
LAV IO | \ ' [l
/ i ) MEEE ] u
o8 A et R RS E R
\ / ‘Al M[\}H‘:' IR i ) 3 06 - H ] g
06 ISR ES 17 : < =
N R B 0s B
i W] o6 4 o
A £
04 | L 1 ’l 5 04 -
o 03
0.2 | Vi, ¥ At y
¢ PRAL LS ; 0.2
L AR L T ARE s
0 ¥ AN ] 0.1
D 5 D> g g o O O O O O O 0
FFFLFFSLPLL LS
& & & & F S S
’»\q’ '»\’» ’L\q’ "u\’» ’L\’L v ’L\’L '\,\m 'L\q/ ’»\’» '»\w A 7 %3 %, %% %5, Yoy W, %y % %% %5, gz, %,
AT QT AV gl A ol gAY g N NG Z N T 7N g g s s Rhg g o5 g

Figure 1: The line chart view (a) presents the data with the same normalization method (view rendered within Excel). Time line movement view
(b) presents a collection of 250 time series where x-axis represents the time progression and y-axis is the normalized price values ranging from
0 to 1. The darker region in the view at around October 2008 shows that the majority of the companies were at relatively low price values.

Analytics: We provide 4 spaces, namely, data space, model
space, relation space and nugget space to support analytics in
MaVis. Each space supports specific analytic tasks such as data
filtering and model comparisons. It also enables cross-space ex-
ploration so that analysts can link the findings in one space to
another to gain more insights.

Evaluations: We verifed that our MaVis framework can provide
useful insights for co-movement analysis using stock price data
in our case study. We also compare the effectiveness of alterna-
tive view design choices by analyzing the user performance and
feedback after conducting a user study.

We discuss relevant machine learning techniques in Sec 2 fol-
lowed by the framework design in Sec 3 discussing the cases of our
4 spaces. We provide evaluation in Sec 4, related work in Sec 5 and
conclude the work in Sec 6.

2 PRELIMINARIES OF DATA PATTERNS AND MODELS

In this paper, we provide support for co-movement analysis in both
the data space and the model space by offering integrated visual
presentation support. Co-movement pattern is a widely studied pat-
tern in application domains, from medical science, finance, busi-
ness to engineering. It refers to the correlation between a collection
of time series objects such as EEG signals recorded from multiple
channels or the stock price of different companies.

Co-movement in our work concerns the correlation between
time series in both data space and model space. The data space
corresponds to the observed values of the time series. Numerous
tools have been developed to analyze correlations in data space,
such as covariation [22] and detrended cross-correlation [35]. A
derived space is then formed based on the extracted features such
as frequency [15], trend [6], seasonality [11], and uncertainty [10]
of the time series. The co-movement is a widely studied pattern
of time series. The study of EEG co-movement in neuroscience
[15] aims to detect the epileptic seizure onset zone by investigating
the causal relationship between different EEG channels in the fre-
quency space. In finance applications, the co-movement research
aims to detect financial contagion which is said to indicate the
spread of market disturbance [22]. The analysis of co-movement
patterns in engineering can be used to optimize wireless device lo-
calization [12]. While we focus on financial time series in our work,
the proposed framework can be applied to other applications by in-
tegrating appropriate domain-specific machine learning techniques.

Modeling techniques in this work are mainly used on time se-
ries data to detect co-movement patterns by extracting model de-
scriptions. These model descriptions (i.e. trend, seasonality and
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volatility) are essential for the exploration of the model space in
MaVis. A number of techniques have been discussed in different
fields for the detection of co-movement patterns. For example, the
rule-based approach [45] designed co-moving rules to categorize
the pairwise relation of two time series as 1) up-up, 2) down-down,
3) up-down, 4) down-up. Unfortunately, these rules create a vari-
able number of segmentation points depending on the dynamics
of the time series. For a collection of time series the rule space
may thus explode. Analogues to the signal decomposition process
(e.g., high vs low frequency) for most signal processing techniques
[28], we instead look for statistic models that can describe the co-
movement of time series in the model space. In this paper we in par-
ticular focus on three common model types for time series, namely,
drift, seasonality and volatility. Each of them may be associated
with different semantics in the domain.

Next, we discuss three common types of models for time series
data. Each of them are extracted by automated modeling techniques
which are developed by other researchers.

2.1 Drift Model

Drift model is often used to describe the increasing or decreasing
tendency of a non-stationary time series. It models the growth or
decay of time series data, and in finance it is often used as an indi-
cation of whether longing or shorting a stock is likely making profit
or not. Unlike the linear trend that describe the tendency as a func-
tion of time, a drift model usually describes the tendency change
as a function of drift. Geometric Brownian motion [33] is one of
the commonly used techniques to model the drift of financial time
series. The Stochastic Differential Equation (SDE):

dS; = 0S:d; + 6S:dW;

is often used to simulate the geometric Brownian motion. Many
techniques (as summarized in [17]) may be used to estimate the pa-
rameters in the SDE, including the drift parameter 8. In our work,
we integrate the pseudo-likelihood method implemented in R [17]
into our system to extract the drift from time series data.

2.2 Seasonal Model

Seasonality may be extracted from time series for prediction and
modeling purposes. For example, the sale of ice cream could reach
a peak during the summer and a valley in the winter. Such pattern
can be widely found in finance [23], economy, medicine [31] and
other fields. Understanding the cyclic pattern of a collection of time
series is informative particularly in the context of co-movement pat-
terns. For time series that move with similar periodic duration, they
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Figure 2: Comparison of two binning strategies for collection of time series. The binning method may count every data point (a) or count number
of time series (b). Counting every data point of only one time series may lead to overemphasis of one bin due to the local fluctuations (c).

are more likely driven by the same factors and thus co-move to-
gether. Many techniques in different applications have been pro-
posed to investigate such seasonal patterns including wavelet [29],
ARIMA [42] and HP Filtering [21]. Since we focus on financial
applications, we choose to integrate the ARIMA model parameter
estimation [30] into our system. The ARIMA model can be used to
estimate the most likely cycle duration of the time series and thus
we use it here to represent the degree of co-movement regarding the
seasonality duration.

2.3 Uncertainty Model

Investigating the uncertainty of time series may help us to quantify
the degree of risk in finance (stock price data) or help detect brain
activities (EEG data). Clearly, different application domains may
favor different notions for capturing uncertainty. For example, un-
certainty could refer to the volatility of data [7]. It may also refers
to the unpredictability of model parameters [5]. Also, uncertainty
is an interesting problem in data visualization where it refers to er-
rors that occur during the transformation process from data to visual
representation [8].

In our work, we focus on the uncertainty of the time series data.
In the finance domain, risky assets tend to have certain similarities
in terms of the dramatic price changes. In such cases, an investor
may gain/lose a lot during a short time period due to the high disper-
sion of price values. The techniques for modeling such change can
be divided into two categories: historical volatility [3] and implied
volatility [1]. Since the implied volatility is commonly used for
risk forecasting, we focus on historical volatility modeling to serve
as a volatility descriptor. We adopt and apply the implementation
of volatility calculation from [40] into our system.

We next discuss how to investigate the co-movement in an inter-
active environment using the above discussed modeling techniques.

3 MAVis FRAMEWORK

In this section, we describe the design and implementation of the
system that supports visual explorations in four spaces at different
levels, namely, data space, model space, model relation space and
nugget space. The design of the 4 space architecture of the system
is based on both the notion of ladder of abstraction [41, 43] and the
idea of multi-scale representations [25]. The ladder of abstraction
illustrates the thinking process that starts with specific items and
continues to high levels. For example, the model space (e.g., clus-
ters and trends) provides high level compact descriptions that the
analysts may comprehend with ease after they learn the data items.

Any given models would however not always be perfect in terms
of conveying accurate and useful insights. It is often unclear how
well the model describes the original data [13] due to the fact that
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there can be information distortions during the data abstraction pro-
cess from data to visual representations. One type of information
loss during the abstraction process is due to the existence of local
patterns that can not be described by the global pattern [46]. We
use a multi-scale representation strategy to model data at multiple
granularities so that local pattern of interest is no longer lost. In
order to support multiple granularities, MaVis provides user con-
troled scales for capturing local patterns. The local patterns are
then presented in a small multiple view to the analysts. Then, the
local patterns and the global patterns may be compared and con-
trasted via the designed linking operator. Next we discuss in detail
the design and implementation of the 4 spaces.

3.1 Data Space

The data space of MaVis supports data specific analytic queries
(e.g., brushing over a period of time) that allows the analyst to in-
vestigate the co-movement of time series at specified time intervals.
One common approach for visualizing the data space is to map the
time series to segments of lines in a line chart (Fig la) (similar
approach can be seen in [19]). Its variations such as ThemeRiver
based design [36] are also popular in cases when a moderate amount
of time series are displayed. In MaVis, we seek for an alternative
visual representation that is inspired by the idea of binning aggrega-
tion [26]. The binning strategy provies an overview of all the data
before the analyst submits any queries. The line chart approach
tends to work well when one wishes to examine a detailed view
of a collection of focused time series but the view may be over-
whelming at first glance due to the high density of time lines at
the beginning [19]. To overcome the clutter of the line chart view
we design a time line movement view (as shown in Fig 1a). The
view illustrates the movement of a collection of time series at a rel-
ative (i.e. percentage) scale. The absolute scale may reveal other
patterns, however, we choose to use relative scale as the degree of
growth in finance is often measured by percentages.

The time line movement view as presented in Figure 2 transforms
the collection of time series into a value-time space. Color is used to
indicate the population densities within each grid cell. Darker color
for higher density and ligher for lower. The horizontal and vertical
scales are adjustable and controlled by the user depending on their
needs. To observe sensitive value changes the user may adjust the
vertical scale to finer resolution. Similarly, to perceive short term
pattern changes the horizontal scale may be adjusted. The idea of
adjustable bin is motivated by the design mantra ”Overview First,
Zoom and Filter, Details-on-Demand” by Ben Shneiderman [37].
By adjusting the bin size, the user can filter time lines at a controlled
resolution and observe the co-movement pattern in detail.

Next we discuss the two options we considered for the binning
method. The first option for binning the time lines in the time line

VDA-493.3



TiMov View

| |

1 111 ]
1] ]
]

7

Normalized Price

o, 2y, o, oy, 2, 2, 2, o, o, o, o, 2 2,
Qs iy Ry PRy py Ry Rupy Mapg i TRy iy Ry B

Figure 3: Two constraint boxes are placed to reveal companies that
fell (a) and rise (b) during the 2008 crisis. Comparing to the view
in Fig 1b, we see that most ( 70/ 100) of the prices move with such
behavior. The color schema range is adjusted based on the max
count of all the grid cells by default.

movement view is to count the number of values that fall into each
grid cell (Figure 2a). This method is memory efficient regardless of
the size of the dataset. It only requires one scan of the dataset and
then to count the number of data points in each bin and the memory
requirement is only determined by the resolution of the time line
movement view. However, it is dependent on the sampling rate of
the time series (i.e., hours, days or weeks) which may distort the
view. The second option is to count the time series (Figure 2b)
that goes through each grid cell. The purpose of only counting the
number of time lines is to reduce the impact of variances within
each grid cell and highlight the overall pattern for a collection of
trajectories (Figure 2c). It requires extra memory to store the index
of the time lines so that we only count for all duplications of each
time line that bypasses a particular grid cell once.

To further support the exploration in the data space, two inter-
active operators are integrated into the time line movement view of
MaVis, namely, filter and link. The filter operators allow the ana-
lysts to apply constraint boxes similar to those in [19] at the resolu-
tion level specified by the user via adjusting the size of the bins. We
consider two options for designing the filtering operator: preserve
and exclude. That is, the behavior of a filter selection is either to
preserve the items that are selected by a user or to conceal them. To
facilitate the refinement of filtering, we support multiple selections
which are aggregated with set operators such as union, intersect
and negation. With the filter aggregation, the selection query box is
more flexible than a typical single rectangle box. For example, an
analyst may want to exclude some the time series from those that
bypass a large rectangle, she may attach a small negation rectangle
to the larger box(as shown in Fig 3).

The linking operator links the user selection in the data space
to model descriptions in the model space to further examine the
co-movement of the selected time series regarding other domain
specific features such as drift (for stock price analysis).

3.2 Model Space

In this section we focus on the three models we discussed in (Sec 2)
for time series data modeling, namely, drift, seasonality and uncer-
tainty. The drift indicates whether buying an asset yields potential
profit. The seasonality represents how predictable the change of
a stock price is. The uncertainty (also called volatility) of a stock
price measures how much the price may change over a certain pe-
riod of time. The above modeling method may generate a descrip-
tion that explains certain domain patterns. For example, let us take
a closer look at the stock price of a particular company: Apple, Inc
(Fig 4a). The overall drift of Apple is 0.35 in the years of 2006 and
2007. This is a indication of a relatively strong growth. The finer
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resolution reveals local dynamics that contain more information. In
this case, the drift of Apple is 0.29 in the first half of 2007 and 0.57
in the second half. This means the growth of Apple in the two years
mainly concentrated in the second half of 2007.

One interesting question to answer is which companies have sim-
ilar drift patterns like Apple or any other company of interest? We
design the model similarity view (Fig 4a&b) that visualizes the sim-
ilarity of time series in the model space. Next we discuss how the
model space works as well as how the visual representations are
designed to illustrate the local dynamics.

The model space of MaVis provides an abstracted representa-
tion of the original time series data to highlight any domain related
co-movement patterns such as correlation between price risk of dif-
ferent companies. The domain related co-movement patterns are
revealed by utilizing the abstracted description of domain models
such as Brownian motion (drift abstraction) and Weighted moving
average (volatility abstraction). Compared to the automatic piece-
wise linear approximation method [24], our primary objective is to
facilitate the sense making of the analytical process rather than find-
ing the best data points to preserve for further analysis. Therefore,
we use both the domain specific modeling techniques (discussed
in Section 2) and a user controlled interactive segmentation for ex-
tracting local patterns at specified time interval size.

We chose the user driven approach due to several reasons. 1) The
automatic segmentation points extracting methods tend to work on
univariate time series. They are not appropriate for a collection of
time series because finding the alignment of segmentation points
for a collection of time series is not a trivial problem. 2) Manual
segmentation would be controlled by the analyst. The analyst thus
may choose a universal cutting point for the collection of time series
based on the overview of the data space. For example, the crash of
the stock market in 2008 lasted about 6 months before recovering
when we look at the time line movement view (Fig 1b). Then the
analyst may choose to select the 6-month resolution as a reasonable
setting to explore the local model space.

To present the co-movement of time series in the model space,
we consider several options. 1) Present the model estimate (e.g.,
drift) of each time series into a 2-D projection where one axis rep-
resents the estimated value and the other axis represents the order of
the data points. However, we face the dilemma of optimizing the or-
dering of data points across different projections and preserving the
group structure of similar model estimates in the same time. 2) To
optimize the presentation we instead turn to a 1-D layout (bar code
view) that only shows the value of model estimate (Fig 5). Each
line segment of equal length represents the drift of a corresponding
time series. The vertical position of it is determined by the esti-
mated drift value. With support of brushing and linking, the bar
code view is able to illustrate the co-movement pattern represented
by connecting the line segments.

However, the line connections may be difficult to interprete when
line segments is overlapped in several regions. It is especially diffi-
cult to interprete when the density of line segments is high.

To overcome the above clutter issue we use a histogram view
(Fig 4a) by binning the line segments. The length of each histogram
bar represents the count of line segments. The color encoding is
used to represent the number of line segments that are currently
highlighted (darker color means higher density of line segments in
that bin). For example, when an analyst applies a filter operation to
select the bins that represent time series with low drift estimate in
the 2 year view (leftmost in Fig 4b), the color of all bars is updated
accordingly to show the prevlance of the selection in other bins.
It represents how these time series are distributed over the 4 local
views (e.g., first half of 2006). The design for model space visual-
ization are evaluated in our user study described in Section 4.2.

There are two types of brushing and linking operators in the
model space. The first type is the linkage between multiple model
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reveals an overall falling pattern with high density towards the end of 2007 in c.
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Figure 5: Time series similarity in the drift model space. The leftmost
bar code view visualizes the overall drift tendency of the selected
time series where each line corresponds to one time line. The 5
views to its right visualize the local drift.

space. The co-movement pattern in one model space can be linked
to another model space. Such linkage may reveal relationships be-
tween different model types or across multiple time intervals. Un-
derstanding the model relationship may help answer several ques-
tions. What are the volatilities of a selection of growing time series?
How does the drift of a collection of time series change over time?
We discuss the design for analyzing the model relationships in de-
tail in Section 3.3. The second type is the linking between model
and data space. Specifically, the patterns in the model space can be
linked back to the data space to reveal the data characteristics. For
example, by selecting the time series with low drift estimate in the
drift model space (Fig 4)b, the overal time line movement pattern
is shown in the data space (Fig 4c).
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3.3 Model Relation Space

The primary purpose of model relation space is facilitate the in-
vestigation of the co-movement dynamics. The hypothesis of a co-
movement pattern within one model space during one specific time
interval may be reinforced or lessened in another model space over
the same or a different time interval. For example, even when two
companies have a similar tendency of growth (i.e., drift), the degree
of fluctuation (i.e., volatility) can differ greatly. Therefore the co-
movement pattern we observe regarding a single model type may
be biased. On the other hand, the growth tendency may also di-
verge over time. It may indicate that the co-movement pattern only
occurs within a specific time interval. To capture such dynamics
and to compare multiple models we visualize each model type in
one row of an integrated small multiple display. The analysts then
can compare and contrast the patterns interactively.

We use a similarity metric and color encoding to illustrate the
pattern overlap of multiple models. To measure the degree of over-
lap, we first apply the Jaccard similarity measure between the fo-
cused model space and non-focused space. In a focused space, the
analysts brush and select time series of interest. In a non-focused
space, each bin of time series are grouped by co-movement proper-
ties (e.g., similar drift). When we are interested in whether a selec-
tion of 20 time series in space A are still co-moving in space B. We
can check if any bins in space B contains every time series of the
selection. We choose to use Jaccard Similarity as it is a commonly
used measure for set similarities:

_ |AnB|
" |AuB]

J(A,B)
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Figure 6: Model similarity analysis where a) is the brushed co-moving
drift pattern starting in about July 2006. The darker color bins in b)
shows high correlation between the brushed bins and other bins of
different time intervals. The drift estimate of bins in a) and that in b)
are at relatively the same value range. It shows the drift of co-moving
patterns is quite consistent over time. Additionally, the darker color
in ¢) indicates the selected group of time series have a high degree
of volatility and a longer seasonal cycle d).

where A and B are two sets of time series.

After computing the similarity, we update the color of bins
(Fig 6) to represent it. In case of multiple bins are selected (e.g.
3 bins of time series are selected in Fig 6a), we use the union of all
the selected bins as set A and the other bins (e.g., bins in b, ¢ and d)
as set B to compute the similarity.

3.4 Nugget Space

The design of nugget space is to support the analysis of multiple
user queries in one place. A nugget is a subset of data points se-
lected by an analyst in a user query via brushing or filtering. For
example, it can be created when an analyst brushes over a set of
time series in one model space based on how closely they are re-
lated. In this space, we are particularly interested in how the co-
movement patterns differ over time or different model types. A
pattern is defined by a user query and the difference is measured by
the similarity between user queries. The objective of this analytic
space is to answer these two questions and alike. 1) How closely
are the current high risk (i.e., high volatility) relates to an increas-
ing trend (i.e., high drift) in the future? 2) How many time series
are present in such pattern? To answer these questions, we provide
two features. 1) Summarize the user queries (e.g., risk vs. growth)
and then 2) compare them to establish connections. In the nugget
space we achieve the above two goals by visualizing the summay
information in a nugget analytic view (Fig 7) where the queries are
compared and analyzed.

Nugget summarization: First, we discuss how to summarize
and visualize a nugget that is created by a user query. For each
nugget we need to present 3 types of information, the time interval
of the user query, time series distribution for each model type, and
the model type within which the analysts submit the query. The time
series distribution of each model type is represented by S-number
summary, namely, min, max and 3 quartiles of the corresponding
model description of the selection of time series. Inspired by the
clockmap view [14], we use a round shaped glyph to present the
summarization information (Fig 7). The outer space of the glyph
is reserved to display the time interval of the user query. The inner
space of the glyph displays the distribution of model descriptions
of each of the three model types. The Box-and-Whisker plots for
the distribution are color coded to match each model type. A small
rectangle underneath each box plot is used to indicate the model
type of the user query (analogus to a tickbox). The three box plots
in each glyph describe the distribution of all three model types for
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Figure 7: The view represents a collection of time series with co-
moving trend that is identified in the first time interval indicated by
the green box plot(a). However, the co-movement pattern of the
same group became gradually diverging over the time and reaches
peak during the last time interval (e). From long term aspect, the
co-movement pattern is more consistent across three model types
(f) comparing to the local diversities (a-e).

the user query that may lead to insights about the data. For example,
in Fig 7c, even the drift pattern (green box plot) shows the selected
time series are co-moving with a rather small dispersion, yet the
volatility measure is quite diverging. It suggests that determining
co-movement of the selected time series only by the drift is biased.

To visualize the summarization, we experimented with several
glyph design alternatives. We then finalized our design based on
user feedback. For example, the time interval can either be repre-
sented in a circular (i.e., 360 degree) space or a linear space. We
choose circular space because degrees in the circular space can sup-
port the comparison of angular values between two glyphs without
alignment as we believe degrees are more interpretable. We also hy-
pothesize that it is more challenging to perceive the time ordering
of any two glyphs in a linear space unless they are properly aligned
(evaluated in Sec 4). We also experiment with the visual designs for
indicating model types. We first use solid box-plot to indicate the
user selected model type. In some cases, a user may be confused by
the this method as the first quartile and third quartile may be very
close to each other. In those cases, there is no way to highlight those
boxes. Alternatively, we use a tickbox alike approach to make the
view more consistent.

Nugget comparison: A second feature of the nugget analytic
view is to provide comparisons between multiple nuggets which
covers different data subsets. There are several ways to quantify the
similarity between multiple data subsets. One way is to compare the
data sample distributions to see whether they are from the same one.
However, there is no readily made solution for time series collection
as even for one single time series, the distribution may change over
time. Then a plausible alternative approach is to make use of the
already computed model description for each time series. We use
the query overlap measure and the query summarization together to
compare the similarities of user queries. Specifically, to compute
the summary of a given pattern, we first convert the 5-number sum-
maries to a vector of length 15 that consists of 5 values for each of
the 3 model types. Let v, and v, be the vector representation of two
patterns A and B. The similarity score is computed as:

_|AnB|

s(a,b) = AUB|

*arctan(\/\|va\|2+ [|v]|? 72va-vb>
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Figure 8: The views show a interactive exploration process for co-movement pattern investigation. The overall drift pattern is presented in a) and
filtered results are shown in b) after a range query is submitted. In the view to the right, co-moving patterns are linked via color encoding. When
the collection of growing time series are selected in c) the corresponding risk of this collection are linked to d) e) and f) where darker color in d)
shows higher correlation and lighter color in e) shows lower correlation. The pattern in f) is also showing some degree of correlation but at high

dispersion which means the collection is less likely co-moving.

The similarity measure above is a combination of pattern over-
lap measure (Jaccard similarity coefficient) and pattern summariza-
tion measure (Euclidean distance) while normalized to [0,1] space.
Since the similarity is a pairwise relationship, another problem we
need to solve is to display the n by n similarity relationship on top
of the n glyphs already displayed. Thus, we design a color filter on
the alpha channel of the color space to fade the glyphs depending
on how similar they are to the focused one so that similar nuggets
can be recognized (Fig 9 second row). The similarity score s(a,b)
is also displayed on the top left corner of each glyph.

4 SYSTEM EVALUATION

In this section, we discuss the evluation of MaVis framework using
a case study and a user study. The main purpose of the case study
is to show the typical analytic workflow of MaVis using a financial
stock price dataset. The user study is conducted for testing our
system regarding the usefulness and design choices.

4.1 Case Study: Stock Price Co-movement

The purpose of the case study is to show that MaVis is able to
support the discovering of patterns that are interesting to analysts,
specifically people who often analyzing stock price data. To con-
duct the case study we collect data from http://www.crsp.
com which is a research center for security prices. The daily stock
exchange data for all listed companies dates back to the year of
1925 in NYSE and 1972 for NASDAQ. For the purpose of evaluat-
ing our system, we collected a subset of the database by querying
one category of all the industries, namely, the USA based informa-
tion technology companies classified by SIC (Standard Industrial
Classification) code with the range from 7371 to 7379. We also
clean the data based on the availability of data points from year
2006 to 2009. The time series with missing values are discarded.
After this cleaning process, out final collection conatins 348 com-
panies and a total of 348,696 data points.

An analyst may have various questions she wishes to ask be-
fore starting the analysis of her data. For example, What are the
overall co-moving patterns in the data space? To analyze the co-
movement patterns, the analyst first studies the time line movement
view (Fig 8a) to explore the data space. From the view, she per-
ceives a dominant price fall pattern around Jan. 2006 - June 2006.
She has a second question. Does the selection of companies co-
move in the other months? She then submits a constraint query to
preserve only the time series presenting a falling pattern before and
near June 2006 (Fig 8b). After filtering, other perceivable patterns
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are revealed. The time series start to climb and reach the first high
point towards the end of 2006. Later on, starting from early 2007,
the time series start to rise again till the end of 2007. The selected
collection of time series have an overall increasing trend in the data
space according to the visual display.

After seeing an overall pattern, the analyst may still want to
know more details about the dataset. For example, what are the
other characteristics of the falling patterns in June 20062 Are there
any fluctuations within the co-moving collection of time series?
What are the risks associated with the increasing or decreasing drift
tendency? To get answers to these questions, the analyst moves on
to the model similarity view (Fig 8 right) to study model descrip-
tions for the selected collection of time series. In Fig 8c, the solid
line rectangle highlights the user selected time series that have a rel-
atively higher drift estimate among the population during July 2006
- Dec. 2006. Then she notices the degree of fluctuations in two
time intervals (measured by moving average and marked by dash
line rectangles in Fig 8d & f) are correlated with the drift patterns.
Specifically, the color encoding suggests that high growth pattern
among the population during July 2006 - Dec. 2006 is correlated
with the high degree of fluctuations (i.e., high risks) in Jan. 2006 -
June 2006. Also, the degree of fluctuations decreases while the col-
lection of time series are growing in July 2006 - Dec. 2006. This
may indicate that the potentially earning stock time series present
high risks before they actually start to earn.

Next, the analyst may still have questions about the co-
movement pattern relationship. For instance, she wants to know
how closely are the patterns related. The color encoding helps her
to identify a region of interest and get an overall sense of where
to look next. To further analyze the dataset, she moves on to the
nugget analytic view (Fig 9). The glyph representation of the view
is generated by summarizing the patterns browsed by the user. She
clicks on the rightmost glyph on the first row which represents the
high drift pattern. The second row of Fig 9 is used to display the
correlation between the selected glyph and the other two. In this
case, the analyst found the growth in July 2006 - Dec. 2006 is more
correlated to the high fluctuation co-moving collection in Jan. 2006
- June 2006 (with a similarity score of 0.61) than the low fluctuation
collection in the same time interval (with a similarity score of 0.3).

To conclude the case study, we have shown that the analysts was
able to uncover an overall market down movement pattern in the
dataset. She drilled down and found the fall of the market followed
by a growth of most of the companies. Furthermore, the growth
towards the end of the time frame is positively correlated to the
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Figure 9: The first row (from left to right) shows the summary statis-
tics of the selections in Fig 8d,e,c. The second row shows the same
glyphs with focus in the item on the last column. The similarity score
is calculated between the focused glyph and the other two glyphs
and then applied to the alpha channel of all the glyphs.

4.2 User Study Design

We recruited 21 subjects including professors and students from
the departments of Mathematics, Computer Sciences, and School
of Business. The main purpose of this user study is to validate the
usefulness and design of MaVis framework. 1) The usefulness test
shows if MaVis is useful to an analyst for a particular task. It is
evaluated by testing whether the useful information is delivered as
expected. 2) The design test quantifies how a user interacts with a
view comparing to other plausible alternative choices. It is evalu-
ated by asking the subjects to answer the same question after look-
ing at either design X or Y. We record the time and accuracy of a
subject on both design X and Y. Then we ask for their preferences
between X and Y. We randomly swap the order of design X and
Y for different subjects to avoid learning effect. The accuracy is
measured by how much percentage of the subjects can get the right
answer. The design X is the chosen design in our system.

Next, we describe the user study design in detail. We ask each
subject 9 questions about the 3 view designs of MaVis (3 per view).
The expected time to finish is about 15 to 20 minutes based a pilot
study involving a small sample of 3 subjects (not included in the
21 subjects). The 3 questions for different views are in a similar
format. The first question (A) asks the subject to determine if she/he
can spot an specific pattern in either design X or design Y. The
second question (B) asks if the subject has more questions he/she
wants to ask the system as follow-up questions. The third question
(C) asks which design a subject prefers, X or Y.

The visualization of MaVis mainly consists of 3 views, namely,
the (1) time line movement view, (2) model similarity view, and (3)
nugget analytic view. We label our 9 questions using both the view
number and the question number. For example, for the time line
movement view, we have the fowllowing 3 questions:

1A Do you think there is a growing pattern involves at least 100
companies in the year 2007?

1B Which of the following question may you want to ask? Choose
the most important one in your opinion. 1) How closely are the
companies of the growing pattern related in a different time inter-
val? Answering this question may help the analysts to understand
whether the comovement pattern in 2007 is consistent over time.
2) What are the name of these companies? Answering this ques-
tion may help the analyst to confirm the pattern based on their
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Figure 10: The chosen design of the views in question 1A and ques-
tion 2A requires less time for discovering the pattern of interest. The
two glyph views tested in question 3A require relatively the same
amount of time. Hoever, the chosen design has better accurancy
which is discussed in Sec 4.3.

prior knowledge about these companies. 3) Do these companies
have other similar properties other than the drift pattern? Answer
this question may help the analysts to get a broader picture about
these companies such as understanding the volatililties and sea-
sonal patterns. 4) Don’t know. 5) Other.

1C Which design do you prefer in question /A, X or Y?

Typically, the choices for any questions are listed here. For ques-
tion /A, the user may choose to answer Yes, No or Don’t know. We
further ask the user to mark the interesting pattern (lines, bars or
glyphs) if they answer Yes. Only the subject that answered Yes and
correctly marked the pattern of interest are considered a positive ex-
ample for the numerator of the accuracy computation. Furthermore,
they need to answer the question twice by looking at both design X
and Y to validate our choice.

For question /B, we want to understand if any further questions
inspired by the current view can be answered by the system next.
Option (5) is used as a flexible response to capture other thoughts
from the subjects. The option (4) is for the subjects who gets no
more questions and they don’t know any other questions might be
interesting. The options (1) to (3) are the questions that can be
answered by the system. For example, the question ”"How closely
are the companies of the growing pattern related in a different time
interval?” can be answered by exploring the model similarity view.

For question /C, we want to verify our design choices by learn-
ing the preference of each subject. For example, in question /A
design X and Y are used. Specifically, based on the literature [2]
for multivariate time series visualization techniques, line chart is the
most approperate one to compare with our binned design. As it ap-
pears to have the highest information density compared to the other
techniques such as ThemeRiver, Braided Graph and Circle view.
The preference is discussed with the time and accurancy measure.

The questions for the other two views are in a similar style. We
discuss the result in Sec 4.3. The other 6 quesions are designed to
evaluate the model similarity and the nugget analytic view. The two
design choices for the model similarity view are discussed in Sec 3.2
(barcode view vs. histogram). The two choices for the nugger ana-
Iytic view are discussed in Sec 3.4 (linear space vs. circular space).

4.3 User Study Result

The result of the user study shows that our system is reasonably
useful when the subjects are answering the assigned questions. For
question A of all the three views, the time spent of each subject for
both design X and Y are summarized in Fig 10. It shows the time
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Figure 11: Each question B has 5 options (x axis) a subject may
choose from (Sec 4.2). Option 1 to 3 for question B are supported by
our system and the user may dig further to discover more insights.
Response 4 is Don’t know which means the subject may have no
more questions. Option 5 is Other and the user may have additional
questions to query the system but we do not support yet. Based
on the result, few subjects chose option 5 indicating the framework
covers most their futher needs initiated from the given 3 questions.

Count of responses

spent on design X (our choice) and Y (alternative) over the 3 type
A questions. According to the result the choice we made for both
time line movement view (1A) and model similarity view (2A) are
better (with p-values as: p; = 0.09 and p; = 0.01) in terms of time
efficiency. We also observe our chosen designs are better in terms
of accuracy: [0.77 vs. 0.46] for time line movement view (1A) ,
[0.85 vs. 0.15] for model similarity view (2A). For the two designs
of nugget analytic view (3A), the difference is not as significant in
terms of time efficiency. Both glyph designs require similar effort
to understand. Regarding the view accuracy, the result is [0.54 vs.
0.31] for nugget analytic view (3A) which shows our choices are
better in terms of accuracy.

For question B, we count the number of subjects who chose to
ask questions that are supported by our framework (option 1 to 3).
We also count the number of subjects who have no further questions
(option 4). There are also a few subjects asked in-depth questions
that are not supported yet (option 5). We show the result of question
B in Fig 11. According to the result, one user chose Other for ques-
tion 1B (time line movement view) and a second user chose Other
for all the three views. They both left comments about what other
questions might be more interesting and these are in-depth ques-
tions such as “why do all the companies drop at the same time?”.
To answer these questions, the analysts may need more analysis and
it is beyond the scope of our toolkit. Most of the subjects selected
questions that can be answered by the system. It shows that our
system works as expected and it is able to guide the user to further
investigate pattern of interest during the exploration process. More
subjects tend to choose option 4 in higher analytic spaces. As we
can see in Fig 11, the green bar (model similarity view) is higher and
the orange bar (nugget analytic view) is the highest. This indicates
that higher level spaces tend to require more effort to interpret.

Task C collects the user preferences about the view choices. Ac-
cording to the responses, the percentage of subjects who prefers our
final choice are 77%, 92% and 69% which confirms that we made
reasonable choice for our final design.

5 RELATED WORK

Recently, several work have attempted to utilize model-driven vi-
sualization to help analyzing data. The model-driven approach
by Garg et. al. [16] described a visual analytics infrastructure
that adopts logic reasoning to help reduce the complexity of vi-
sual analysis by automating the selection of interesting patterns.
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This approach has a similar goal to ours that it aims to reduce vi-
sual complexity using algorithmic methods. MaVis provides mul-
tiple automated modeling methods for reduction and additionally
allow comparison and contrast between them to gain more insights.
Dis-Function [9] presents a system to learn the distance between
data objects with both user input and predefined metrics. It handles
the low-level optimization such as distance computing and presents
high-level patterns to the user. In MaVis, instead of learning a single
distance function, we aim to support analysts to identify the rela-
tionships of time series in multiple model spaces with different way
of measuring similarity. The Nugget Browser [18] displayes visual
abstractions over data points using clustering techniques which en-
ables high level sub-group pattern discovery. The multiple level
abstraction is similar to our approach. In addition to that, MaVis
also support user query analysis in the nugget space to help analyze
the correlations between the user identified nuggets.

In many cases, a single learning algorithm or a single view may
fail to capture the true characteristics of a dataset. The Ensem-
bleMatrix [38] designed visual representations to present results
from multiple models. The idea of combining different models is
similar to our approach. However, their views are designed to sup-
port the model assembly process. MaVis are instead designed for
data exploration while using modeling techniques for data reduc-
tion. Potter et. al. [34] proposed the Ensemble-Vis framework that
consists of a collection of views at multiple scales which inspired
our work. It combines views to present information of different
types to facilitate the exploration. The authors of CVVs [20] ex-
plored visual design spaces for presenting correlated visual repre-
sentations in case of complex and heterogeneous data. These two
works focus on coordinating multiple views for complex informa-
tion visualization. In MaVis, we provide linkage between multiple
views across multiple analytic spaces. Furthermore, we support co-
ordination and interpretation of multiple models.

The visual mining work in the literature concerning user experi-
ences are also relavent to our work. Show Me [27] proposed a query
language VisQL that formalizes the transformation from data to vi-
sual representations. To automate the process, Automatic Marks are
proposed to create rules for different data types so that views can
be selected accordingly by algorithms. In MaVis, we automate the
data reduction process and map the summarized information to the
view space. No language is given, instead, we focus on a selected
types of visual representations for data exploration. Visual aided di-
agnosis is another category of visual mining applications. Alsallakh
et. al. [4] proposed several visualization techniques to visualize the
multi-class classification confusion matrix so that the analyst may
understand the source of errors. In MaVis, we instead focus on the
diagnosis of local errors of a modeling process. For example, when
a global trend is found over one year, the user may confirm whether
the quarterly trends are consistent with it with ease.

6 CONCLUSION AND FUTURE WORK

In this paper, we present the MaVis framework. It is a system
designed for identifying co-movement patterns from time series
dataset. It provides 4 analytic spaces that allow the analyst to nav-
igate between them. It integrates multiple models to support the
interpretation of data space from multiple angles by comparing the
different model types. MaVis also captures local dynamics of the
time series data and allows the user to analyze connections between
different time intervals. We evaluated our system with stock price
data and conducted user study. There are several interesting future
directions based on this work. First, the models for data reduction
can potentially be extended to support stream data summary. Sec-
ond, this framework can be potentially extended to support time se-
ries forcasting. Third, the data modeling process can be integrated
with visual interactions so that the automatic data reduction can be
guided and adjusted by human experts.
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