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Abstract
In this paper, we apply a derived scalar field, called the Φ

field, to assist the visualization of various flow data. The value of
the Φ field at a spatio-temporal location is determined by the ac-
cumulated angle changes of the tangent directions along the inte-
gral curve starting from this location. Important properties of the
Φ field and its gradient magnitude |∇Φ| field are studied. In par-
ticular, we show that the patterns in the derived Φ field are gener-
ally aligned with the flow direction based on an inequality prop-
erty. In addition, we compare the Φ field with some other attribute
fields and discuss its relation with a number of flow features, such
as topology, LCS and cusp-like seeding structures. Furthermore,
we introduce a unified framework for the computation of the Φ

field and its gradient field, and employ them to a number of flow
visualization and exploration tasks, including integral curve fil-
tering, seeds generation and flow domain segmentation. We show
that these tasks can be conducted more efficiently based on the
information encoded in the Φ field and its gradient.

1 Introduction
Vector field analysis is a ubiquitous tool employed to study a

wide range of dynamical systems. Applications involving vector
fields include automobile and aircraft engineering, climate study,
combustion dynamics, earthquake engineering, and medicine,
among others. With the continuous increase in size and com-
plexity of the generated data sets, there is a strong need to de-
velop an effective abstract (or reduced) representation that ad-
dresses the complexity of data interpretation and user interac-
tion. There is a large body of work on generating a reduced
representation of the flow by classifying integral curves based on
their individual attributes. These methods typically first classify
the integral curves into different clusters based on their similar-
ity [12] and then compute the representative curves for each clus-
ter [31]. Recently, streamline and pathline attribute-based flow
exploration [6, 15, 20, 21, 23] was introduced. However, since
the results of these techniques are represented via a sparse set of
integral curves, there is no guarantee that important flow features
will be captured. In addition, in order to reveal different flow be-
haviors, e.g., separation or vortices, different metrics are generally
needed [23]. There is a need for a representation that can encode
important flow information in a simple form which can be used to
aid the subsequent data exploration tasks.

To address this need, Zhang et al. [32] introduce a number
of attribute fields that encode global behaviors of the individual
integral curves measured by certain geometric and physical prop-
erties. The scalar attribute value at each spatio-temporal position
is derived via the accumulation of a given set of local flow proper-
ties along the integral curve that passes through it, which leads to
an Eulerian representation of the Lagrangian behaviors of the flow

particles. Note that each integral curve indicates the trajectory of
a flow particle seeded at a coincident spatial position. Therefore,
the computation of the derived attribute fields summarizes the
behavior of the particles along their individual trajectories. The
work of [32] further shows that certain discontinuities in the de-
rived attribute fields can be observed and may be correlated with
flow features, such as fixed points and other topological features,
flow separation, boundary switch points, and vortices. However,
it does not provide an in-depth description of the properties of the
derived attribute fields other than the discontinuities. It also does
not detail the applications of the derived attribute fields for flow
visualization. Further the discussion focuses only on 2D flows. To
address these shortcomings, we specifically focus on an attribute
field generated by integrating the curvature of the flow direction
(i.e., flow rotation) along integral curves, referred to as the Φ field.
We also provide a more in-depth discussion of its properties and,
based on these properties, we propose a number of applications
based on the Φ field and apply them to the visualization of both
2D and 3D flows.

We investigate the Φ field because the encoded rotational
information is intrinsically related to the curvature of the integral
curve, which has been shown to be effective for characterizing
integral curve behavior and revealing important flow features [12,
14, 21, 23]. More importantly, the rotation is highly related to the
acceleration in the unsteady case, which is the source of important
flow dynamics, including separation and swirling. In summary,
the contributions of this work include:

• We conduct an in-depth investigation of the Φ field and |∇Φ|
field. The relation of the Φ field with other attribute fields
is studied and a number of important properties of the Φ

field are discussed. We discuss not only the discontinuities
but also the inequality property of the Φ field, which can be
utilized for flow visualization tasks.

• We present a Φ field based flow exploration framework uni-
fying the Φ and |∇Φ| field computation. We emphasize that
the framework is not explicitly designed to detect features,
but represents a new and simple way of encoding flow infor-
mation (i.e., via a derived scalar field) so that the subsequent
flow visualization tasks, including flow segmentation, inte-
gral curve filtering and integral curve/surface seeding, can
be conducted more efficiently. We apply this framework to
the visualization and exploration of a number of synthetic
and real-world flow data sets.

The rest of the paper is structured as follows. Section 2 re-
views the previous work related to the proposed method. Section
3 briefly reviews the important concepts of vector fields and in-
troduces the Φ field as well as its important properties. Section 4
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describes the computation of the Φ field and its gradient, and lists
a number of visualization and data exploration tasks that can be
assisted by the Φ field and its gradient. The applications of the
Φ field-based visualization to a number of steady and unsteady
flows are reported in Sections 5. Section 6 summarizes this work
and discusses a number of limitations of the proposed framework.

2 Related Work
There is a large body of literature on the analysis and visual-

ization of flow data. Interested readers are encouraged to refer to
recent surveys [4, 9, 10, 16] that provide systematic classifications
of various analysis and visualization techniques. In this section,
we focus on the most relevant work that attempts to classify dif-
ferent integral curves based on a variety of similarity metrics.

Vector field topological analysis Vector field topology provides
a streamline classification strategy based on the origin and des-
tination of the individual streamlines. Since its introduction to
the visualization community [8], vector field topology has re-
ceived extensive attention. A large body of work has been in-
troduced to identify different topological features, including fixed
points [17, 26] and periodic orbits [1, 25, 30]. Recently, Chen
et al. [2] studied the instability of trajectory-based vector field
topology and, for the first time, proposed Morse decomposition
for vector field topology computation, which leads to a more re-
liable interpretation of the resulting topological representation of
vector fields. Szymczak et al. [24] introduced a new approach to
converting the input vector field to a piecewise constant (PC) vec-
tor field and computing the Morse decomposition on triangulated
manifold surface.

For the topological analysis of unsteady flows, Lagrangian
Coherent structures (LCS), i.e., curves (2D) or surfaces (3D) in
the domain across which the flux is negligible, were introduced
to identify separation structures in unsteady flows. The compu-
tation of LCSs was first introduced by Haller [7] by computing
the Finite Time Lyapunov Exponent (FTLE) of the flow, whose
ridges indicate the LCS. Since its introduction, FTLE has been
compared with the separatrices in the steady cases [19], and its
computational performance has been improved substantially [5].

Streamline and pathline attributes Sadarjoen and Post intro-
duced the winding angle concept for streamlines and utilized it
to classify the streamlines within vortical regions [18]. Salzbrunn
and Scheuermann introduced streamline predicates, which clas-
sify streamlines by interrogating them as they pass through certain
user-specified features, e.g., vortices [21]. Later, this approach
was extended to the classification of pathlines [20]. At the same
time, Shi et al. [23] presented a data exploration system to study
the characteristics of pathlines based on various attributes, includ-
ing winding angle. Recently, a statistics-based method was pro-
posed to help select the proper set of pathline attributes to improve
the interactive flow analysis [15]. Our work differs from path-
line predicate and pathline attribute approaches in that it utilizes
the attributes of the individual pathlines to construct a smooth
scalar field to classify the spatial locations where the pathlines are
seeded. This enables us to study the flow structure as well as to
classify the integral curves via the behavior of the derived scalar
field. More recently, McLoughlin et al. [14] introduced the idea
of a streamline signature based on a set of curve-based attributes
including curvature and torsion. This streamline signature is used

as a measure of the similarity between streamlines, and helps do-
main experts place and filter streamlines for the creation of an
informative and uncluttered visualization of 3D flow.

3 Vector Field Background and Φ-Field
Considering a spatio-temporal domain D = M× T where

M⊂Rd is a d-manifold (d = 2,3 in our cases) and T⊂R, a vector
field can be expressed as an ordinary differential equation (ODE)
ẋ =V (x, t) or a map ϕ : R×M→Rd , satisfying ϕ

t0
t0 (x) = x0 and

ϕ
t+s
t0 (x) = ϕt+s

s (ϕs
t0(x)) = ϕ

t+s
t (ϕt

t0(x)).
There are a number of curves that describe different as-

pects of translational properties of vector fields, including stream-
lines, pathlines, streaklines and timelines. In this work, we focus
only on streamlines and pathlines derived from the given vec-
tor fields. For a steady vector field V (x), a streamline is a so-
lution to the initial value problem of the ODE system confined
to a given time t0: xt0(t) = p0 +

∫ t
t0 V (x(η); t0)dη . Based on the

definition of streamlines, a number of features can be defined. A
point x0 ∈M is a fixed point (or singularity) if ϕ(t0,x) = x for
all t ∈ R. That is, V (x0) = 0. x is a periodic point if there ex-
ists T > 0 such that ϕ(T,x) = x. The trajectory (or streamline)
of a periodic point is called a periodic orbit. Fixed points, pe-
riodic orbits and their connectivity define the vector field topol-
ogy [1]. For an unsteady vector field V (x, t), the trajectory of a
particle starting at x0 and at time t0 is called a pathline, denoted
by xx0,t0(t) = x0 +

∫ t
0 V (xx0,t0(τ), t0 + τ)dτ .

Φ Field and Its Gradient
Various attributes can be extracted for the analysis and classi-

fication of integral curves [15]. Among these attributes, many can
be obtained by integrating certain local flow properties measured
along the integral curve, such as the acceleration, divergence, the
arc-length and the winding angle. We adopt the Eulerian repre-
sentation from texture-based methods and store the accumulated
values at the sampled spatial positions. The value at each sample
position is determined by the attribute value of the integral curve
that is initiated at it. This Eulerian representation gives rise to a
derived attribute field. Physically, the attribute computation and
visualization framework is a way to look at the accumulated be-
havior of the individual particles along their trajectories. There-
fore, it is helpful for revealing some long-term and global flow
behaviors (like separation).

Considering an integral curve, C , that starts from a given
spatio-temporal point (x, t0), the attribute field value at this point
is computed as [32]:

F (x,T ) = F (C (x)|t0+T
t0 ) (1)

where C (x)|t0+T
t0 denotes an integral curve, i.e., either a stream-

line or a pathline starting at time t0 with an integral time window
[t0, t0 + T ]. F (·) indicates a specific attribute of interest of C .
It needs to be emphasized that the value of the attribute field as-
signed to a given spatio-temporal point (x, t0) is associated with
the motion of a particle that is seeded at that point x at time t0.
Therefore, in an unsteady flow, a different attribute field value can
be obtained for a different t0. Assume that an integral curve C is
represented by N integration points Pi and (N−1) line segments
(Pi,Pi+1). The Φ field and its gradient are computed as follows.
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Figure 1: An example of Φ field (b) and its gradient magnitude field |∇Φ|
(c). (a) shows the LIC of the flow.

Φ Field: The Φ field is determined from:

ΦC =
N−1

∑
i=1

dθi (2)

where for 2D vector fields dθi = (∠(
−−−→
PiPi+1,

−→
X ) −

∠(
−−−→
Pi−1Pi,

−→
X )) ∈ (−π,π] represents the angle difference

between two consecutive line segments on an integral curve.
−→
X

is the X axis of the XY Cartesian space. dθi > 0 if the vector
field at Pi is rotating counter-clockwise with respect to the vector
field at Pi−1, while dθi < 0 if the rotation is clockwise. For 3D

vector fields, we use dθi = arcos(
−−−→
PiPi+1•

−−−→
Pi−1Pi

|−−−→PiPi+1||
−−−→
PiPi+1|

), i.e., the absolute

difference of the direction of the two consecutive line segments
on an integral curve. From a global perspective, the Φ field
describes the total signed rotation for 2D flows and total absolute
rotation for 3D flows along the trajectory. Figure 1(b) shows an
example of the Φ field visualized using a blue-white-red color
coding with blue color corresponding to the negative Φ values,
red for positive, and white for zero values.

|∇Φ| Field: The gradient of the Φ-field is defined as ∇Φ =

( ∂Φ

∂x ,
∂Φ

∂y ,
∂Φ

∂ z ). It is well-known that ∇Φ points in the direction
where Φ increases the fastest, and its magnitude |∇Φ| indicates
the rate of variation of Φ in this direction. Figure 1(c) shows a vi-
sualization of the gradient of the Φ-field shown in Figure 1(a). A
gray scale color coding is used with black corresponding to larger
|∇Φ| values. The detailed computation of both the Φ and |∇Φ|
fields will be discussed later.

In the following, we discuss a number of important proper-
ties of the Φ and |∇Φ| fields.
Property 1: Existence and Uniqueness of Φ value - One im-
portant property of the Φ field is that given any point (x, t) ∈ D
(except at fixed points in steady flows), there is exactly one Φ

value returned by Eq.(2) given the specified parameters, i.e., the
starting time t0 and the time window T for the integral curve com-
putation. This is because in theory there exists exactly one inte-
gral curve passing through any given point at a given time except
at fixed points. This property may seem trivial but it indicates that
Φ field achieves complete spatial coverage, which enables us to
generate a dense visualization of the flow.
Property 2: Discontinuity - This Φ field needs not be continu-
ous everywhere in D. For a steady vector field that contains fixed
points, the integral curves (or streamlines) initiated at the fixed
points reduce to points. Therefore, the obtained Φ field is not
continuous at these locations. Also, the Φ field is not continu-
ous across the integral curves that end or start from saddles, i.e.,
separatrices–a special class of streamlines, if the accumulation is

performed infinitely over time. This is because an arbitrarily small
perturbation in the direction other than the flow direction will lead
to another integral curve with a length much different from the
separatrix, making the Φ field accumulated using Eq.(1) discon-
tinuous at separatrices. For an unsteady flow, sharp changes in the
Φ field may still be observed at the ridges of transportation, i.e.,
the Lagrangian coherent structure (LCS). The reason is similar to
the case of the separatrices. We refer to this sharp change as a dis-
continuity. This discontinuity can be captured by the |∇Φ| fields,
where they correspond to places with large |∇Φ| values (e.g. the
ridges with darker colors shown in Figures 1(c), 6(b) and 7(b)).
Other discontinuities that are not related to the flow topological
structure may also arise. For example, Figure 8(b) shows some
cusp-like discontinuity structure in the Φ field caused by the sharp
change of the direction of the pathlines. Details are provided in a
later section.
Property 3: Inequality Property - To study this property, we as-
sume the time window T is either the whole time range for an un-
steady flow or ∞ for a steady flow. By the definition of the Φ field
(and other attribute fields), all the points at a given time t0 that
are correlated via the same integral curve get the same Φ value,
while neighboring points that are not correlated by the same inte-
gral curve may have different values. In this case, one will expect
the inequality |〈∇Φ,V⊥〉| > |〈∇Φ,V 〉|. This inequality depicts
that the change of Φ along flow direction is smaller than along a
direction perpendicular to the flow direction. This inequality is
employed to evaluate the quality of the texture-based flow visual-
ization techniques [13]. However, this may not be always satisfied
due to the discrete sampling and the smoothing or blurry effect
during the accumulation in practice. Therefore, we weaken the
above inequality and introduce the following inequality for our
study.

|∇Φ|> |〈∇Φ,
V
||V ||
〉| (3)

In this case, the patterns in |∇Φ| is aligned with the flow direc-
tion. This property enables us to study the flow patterns based on
the difference between the accumulated (or average) behaviors of
neighboring integral curves, e.g., the extraction of the boundary
of different flow regions.

Figure 2 illustrates how the above properties of the Φ and
|∇Φ| fields may be used to highlight separation structure, vortices,
and boundary transitions in the steady vector fields. In these ex-
amples, we sample the Φ and |∇Φ| fields along the specified line
segments (shown in red). The Φ and |∇Φ| values distributed along
these line segments are shown in the second and third columns of
Figure 2, respectively. We can see that the Φ field exhibits sharp
changes across these features. This is captured by the |∇Φ| field,
as indicated by those spikes in the plots. More examples and dis-
cussion on the relation between the Φ and |∇Φ| fields and these
well-known steady flow features will be given in Section 5.

Relating the Φ field to other attribute fields

Φ vs. Curvature For this Φ field, Equation 2 is intrinsically re-
lated to the curvature of the integral curves. This is because
the curvature, κ(s), at any given point C (s) is κ(s) = ±|T ′(s)|
(T is the tangent at C (s)), and |T ′(s0)| = | T (s0+ds)−T (s0)

ds | =
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Figure 2: The illustration of the relation between the ridges in the |∇Φ|
field and a number of well-known flow features, including the flow sepa-
ration (a), boundary transition (b), and vortices (c). The left column shows
the vector fields illustrated by streamlines, while the right column shows
the plots of the Φ values (middle) of the streamlines intersecting with
some seeding line segments (shown in red) and the corresponding |∇Φ|
values (right). Note that the sharp changes in Φ field are captured by the
|∇Φ| field.

(a) (b) (c) (d)

Figure 3: The scatter plot between the Φ field and curl (a), Q (b) and λ2

(c) and acceleration field (d), respectively, for the Double Gyre flow.

| Ṽ (C (s0+ds))−Ṽ (C (s0))
ds | ≈ | dθ

ds | (if ds→ 0), where Ṽ (C (s0)) is the
normalized velocity vector defined at C (s0), and dθ denotes the
angle change between Ṽ (C (s0 + ds)) and Ṽ (C (s0)). This equa-
tion holds because an integral curve in the flow field, such as a
streamline or a pathline, is tangent to the vector field everywhere.

Φ vs. curl, λ2, Q curl, λ2 and Q fields are three fields where the
specific attributes in Equation 1 are the curl, λ2 and Q measured
at each sampled point, respectively [32]. λ2 and Q are two local
criteria for the identification of vortices [3]. These four attributes
are closely related, as they provide quantitative flow rotation in-
formation in different ways. Figure 3 (a-c) show the scatter plots
with Φ as the X axis, and curl, λ2 and Q as the Y axis, respec-
tively. All the plots exhibit certain symmetric patterns and tend to
reveal clean patterns with little noise. This shows that Φ field en-
codes similar flow rotation information as those measured using
other well-known metrics.

Φ vs. Acceleration Field A Figure 3 (d) shows the scatter plot
with Φ field as the X axis and acceleration field A as the Y axis.
Here, the A field is obtained by integrating the acceleration mag-
nitude along the individual pathlines. From this scatter plot, we
see a clear pattern. In particular, when the absolute value of the Φ

field is large, the A field tend to be large as well. This is consistent
with the knowledge that the acceleration, a result of the external
force based on Newton Second Law, is the source of many impor-
tant flow behaviors including rotation.

LCC based correlation In addition to the scatter plots, we quan-

(a) (b) (c)

(d) (e)

Figure 4: The correlation between the Φ field and other fields. (a)-(c)
show the λ2 field, Φ field and acceleration field of the Double Gyre flow,
respectively. (d) is the correlation between the Φ field and λ2 field. (e)
is the correlation between the Φ field and acceleration field. Both are
computed with local correlation coefficient.

tify the correlation between Φ field and other attribute fields based
on the Local Correlation Coefficient (LCC) introduced by Sauber
et al. [22]. For a local spatial position x ∈M, we use a window
function G(x). The local correlation coefficient between the Φ

field and the acceleration field A is defined by:

LCCΦ,A(x) = ρΦ,A(x) =
covΦ,A(x)

σΦ(x)σA(x)
(4)

covΦ,A(x) =
∫

x∈M
G(x)(x)(Φ(x)− Φ̄(x))(A(x)− Ā(x))dx

(5)

σA(x) =
√

covA,A(x) (6)

Ā =
∫

x∈M
G(x)(x)A(x)dx (7)

LCCΦ,A(p) returns a real number in the range [−1,1]. The closer
to 0, the weaker is the correlation between Φ and A. Φ and A
are positively correlated if LCCΦ,A(p) > 0; otherwise, they are
negatively correlated. We use a circular filter with radius r as the
window function G(x). The LCC coefficient between Φ field and
other attribute fields can be computed similarly using Equation 4.
Figure 4(d) shows the LCC correlation between the Φ field and
the λ2 field. Because both fields encode rotation information of
the flow, they are highly correlated in the vortex areas (reflected
by large regions with similar colors in Figure 4(d)). However, the
Φ field also encodes the information of flow rotation orientations,
which is not captured by the λ2 field, therefore, the LCC correla-
tion can be both positive (red) and negative (blue). Note that the
discontinuity in LCC correlation is caused by the discontinuity in
the Φ field. Figure 4(e) shows the LCC correlation between the
Φ field and the acceleration field, which exhibits patterns that are
mostly aligned with the flow direction due to the aforementioned
Property 3 of the attribute fields. Again, except for the discon-
tinuity caused by the Φ field, both fields have large correlation
near vortex regions. However, the interleaving positive (red) and
negative (blue) correlation regions outside the vortices will need
in-depth investigation.

The above correlation studies indicate that Φ field may be
an important attribute field that encodes different geometric and
physical information of the flow for subsequent data exploration.
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Figure 5: Φ field based analysis and visualization framework.

4 A Φ Field-based Flow Exploration Frame-
work

Figure 5 shows the framework for the Φ field-based visual-
ization and exploration strategy. This framework consists of two
components: 1) computation of the Φ field and its gradient and
2) visualization and data exploration based on the Φ field and its
gradient.

Computing Φ and |∇Φ|
The computation of the Φ field starts with a flow map esti-

mation. In order to capture the detailed flow information, we em-
ploy a regular sampling strategy. That is, we partition the domain
into NX ×NY ×NZ grid cells. In our experiments, NX ×NY ×NZ
matches the resolution of the image plane in 2D or the original
resolution of the data in 3D unless stated otherwise. From each
seed x (at the center of each cell), an integral curve is computed
using a 4th−order Runge-Kutta integrator. A linear interpolation
scheme is applied in both space and time during integration.

We separate the termination conditions for streamline and
pathline computations based on the definition of the Φ fields for
steady and unsteady flows. For steady flows, given a starting point
(x0,y0), a streamline is computed in both forward and backward
flow directions until it 1) reaches a boundary of the data domain;
2) reaches a singularity; 3) forms a closed loop; or 4) reaches the
maximum number of integration time (or steps) T . Note that cri-
terion 3) is needed because the unpredictably large Φ value near a
center-type singularity may make the visualization of the Φ-field
challenging. For unsteady flows, given a starting point (x0,y0; ti),
a pathline is computed in both positive and negative time until it
reaches a boundary of the data domain D, e.g., the boundary of
the physical domain or the boundary of the time range. In other
words, we compute a complete pathline for each sample position.

After computing the integral curves starting from the sam-
pled positions with the given integration time (or integration
steps) T , we accumulate the flow rotation along the integral curve
based on Equation 2. Since a regular sampling strategy is em-
ployed, ∇Φ can be estimated by evaluating the central difference
along each axis direction.

Φ and |∇Φ| based Flow Exploration

Integral curve filtering: We provide the user an interface to
highlight the regions with a specified rotation behavior. Specifi-
cally, the user can adjust two thresholds, α and β , for the Φ-field
visualization, so that regions with α < Φ < β will be colored
white. Figure 8 (e) provides an example of this type of visual-
ization. Because all points at a given time t0 on the same integral
curve have the same or similar Φ values, performing the above fil-
tering is equivalent to eliminating integral curves whose Φ values
are less than the threshold. However, this may still generate a set
of integral curves that are too dense. To address this, we evenly
subdivide the data ranges [Φmin,α] and [β ,Φmax] into M intervals
where M is specified by the user. For each interval, an integral
curve whose Φ value is closest to the median of the data range
will be shown. With this interface, the user can easily highlight
regions with strong positive and negative rotations that may indi-
cate the vortices in the flow. Figure 9 (a) shows the vortex regions
highlighted by the Φ field.

Integral curve seeding: We can utilize the inequality property
and the discontinuity in the Φ fields to guide the generation of
seeds for integral curves. For a 2D flow, we place seeds at the
points where the |∇Φ| value is larger than a user-specified thresh-
old, e.g., 0.8|∇Φ|max, where |∇Φ|max is the maximal gradient
magnitude in the domain. Integral curves are then computed from
these seeds. We start randomly from one seed, and filter out those
seeds that are too close and proceed to the remaining seeds. We
repeat this process until no more seeds are available. Figure 8(d)
shows an example of the seeded pathlines in an unsteady flow.

Stream surface placement: For a 3D steady flow, we gener-
ate the candidate seeding curves for stream surface placement as
follows. We first identify all the voxels with |∇Φ| values larger
than a user-specified threshold. We then generate a seeding curve
by computing a streamline segment from the center of a selected
voxel in both forward and backward directions of a derived 3D
vector field V⊥, where 〈V⊥,V 〉= 0. The integration is terminated
if the length of the streamline is larger than a threshold (i.e., 20
steps in our experiments). This results in a set of candidate seed-
ing curves. The user can then place stream surface(s) by selecting
one or more seeding curves. Figure 12 provides an example of a
seeded stream surface for the Lorenz system.

Flow segmentation: Based on Property 1, each spatio-temporal
position (x, t0) has a unique Φ value, so we can first classify the
sampled spatial positions according to their Φ values. Then, the
connected components of this classification are extracted to pro-
vide an initial segmentation. This initial segmentation may con-
tain some smaller segments due to the numerical error in the at-
tribute field computation. We then perform dilation operations
to remove those small segments. Figure 11 provides an example
of this segmentation. A detailed description of this segmentation
algorithm is described in [33].

5 Results and Applications
We have applied Φ field-based flow exploration to a num-

ber of synthetic and real-world 2D and 3D vector fields. In this
section, we will first discuss how visualizing the Φ field and its
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gradient field can be used to highlight certain well-known flow
features. Then, we will show how the Φ field and its gradient can
be used to support the aforementioned flow exploration tasks. The
computation cost of our implementation is determined largely by
the sampling resolution and the integration time (or the number
of steps) T employed. The computation time for each flow data
set we employed in this work is listed in table 1. The computation
is carried out on a PC with Intel(R) Xeon(R) 3.6GHz quad-core
processor and 16GB RAM.

Table 1: The computation time of derived data sets in this work.

Data set Resolution
Number
of Steps

Computation
Time

synthetic flows 512x512 2000 30 seconds
HCCI slice 640x640 2000 70 seconds
Cylinder flow 400x50x1001 2000 3 hours
Double Gyre flow 512x256x200 200 50 minutes
Bernard flow 128x32x64 10000 20 minutes
Lorenz flow 64x64x64 15000 15 minutes

Visualization of Φ and |∇Φ| Field
The visualization of the Φ field is straight forward. For 2D

flows, the Φ field can be shown using color plots or volume ren-
dering with a blue-white-red color coding, where blue represents
negative rotation and red represents positive rotation (Figure 6(a),
Figure 7(a), Figure 8(a)). For 3D flows, since the Φ field is al-
ways positive, we can visualize it using volume rendering with
a standard rainbow color coding where blue maps small attribute
values and red indicates large attribute values (Figure 9(a), Fig-
ure 12 (b)). The |∇Φ| field is always visualized with a gray scale
color coding (Figure 6(b), Figure 7(b), Figure 8(b), Figure 9(b),
Figure 12 (c)).

Figure 6 shows two slices of cross sections from a diesel en-
gine simulation [1]. Columns (a) and (b) provide the visualization
of the Φ and |∇Φ| fields, respectively, while (c) shows the corre-
sponding flow topology. From the comparisons, we see that the
|∇Φ| field reveals flow structures similar to those obtained from a
topological analysis. This is because the streamlines on different
sides of a separatrix usually have different rotational behaviors,
thus, leading to large variation in the Φ field that can be captured
by ∇Φ (Figure 2(a)). However, we emphasize that the ridges of
the |∇Φ| field are features of the Φ field, which need not corre-
spond to the original flow features. In practice, due to the varying
density of integral curves convergence (divergence) of the flow,
not all the points along the same integral curve have the same at-
tribute value.

Figure 7 shows the volume rendering (top) and a number of
2D slices (bottom) of the Φ and |∇Φ| fields for the flow past a
cylinder [27] using ParaView. This data set consists of 1001 time
steps. To compute the Φ field, we uniformly sample 400×50 par-
ticles at each time step, and integrate the pathlines in both forward
and backward time directions until they reach the domain bound-
ary (i.e., T = 8). For each pathline, the rotation integration starts
from the position that the particle first enters the domain and along
the positive time direction until it exits the domain. The measure-
ment of each local rotation is performed by projecting the pathline
onto the 2D plane where the vector field is defined. The compu-
tation of this Φ field took about 3 hours, and output file storing
the pathlines is of size 184MB. From the result, we can see that

(a) (b) (c)

Figure 6: The analysis and visualization from the cross sections of a diesel
engine simulation [11]. (a) Φ fields; (b) |∇Φ| field; (c) conventional topol-
ogy.

(a)

(b)

t

(c)

(d)

Figure 7: The visualization of the Φ (a) and |∇Φ| (b) fields of the cylin-
der flow data [27]. The time direction increases away from the view. The
2D slices correspond to time step t0 = 200 are shown. (c) and (d) show
the comparison of LCS and |∇Φ| filed computed based on forward path-
lines (c) and backward pathlines (d) at t0 = 0, respectively. The LCS is
highlighted in red on top of the |∇Φ| visualization.

the Φ field (Figure 7(a)) reveals the regions with strong rotational
behavior. The blue-white-red color coding effectively conveys the
orientation of the rotation. The |∇Φ| field (Figure 7(b)) highlights
the structure of the discontinuity in the Φ field, which assembles
the combined forward and backward FTLE ridges, as shown in
(c) and (d). The red pixels represent the LCS whose FTLE values
are larger than 0.65 fmax ( fmax is the maximum FTLE value).

Figure 8 shows the results for the Double Gyre flow. In par-
ticular, Figure 8(a) shows the volume rendering of the Φ field,
from which one can easily observe the strong rotational behav-
ior of the pathlines that is induced by the two vortices. This can
be better revealed by a set of pathlines selected via filtering the
Φ field (Figure 8(e)). Figure 8 (b) shows the |∇Φ| field in the
spatio-temporal domain. Two cross sections of this gradient field
at t = 0 and 20 are shown in the bottom two images of (b), re-
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t

t

(a) (b) (c) (d)

t=0

t=20

(e)

Figure 8: The result of the double gyre flow with T = 10. (a-c) show the forward Φ field, the comparison between LCS and |∇Φ| ridges, and LCC based
correlation between FTLE and |∇Φ| at time steps 0 and 20, respectively. For FTLE, a rainbow color coding is used where red indicates larger FTLE values
and blue smaller. For the comparison of LCS and |∇Φ| ridges (b), the extracted FTLE ridge points are highlighted in red on top of the |∇Φ| visualization
that utilizes a gray scale color map. In addition to the LCS structure, the Φ and |∇Φ| fields also capture the cusp-like seeding curves indicated by the
yellow arrows. (d) shows the pathlines seeded at the cusp-like ridges of the |∇Φ| field. Note that the intersections of these pathlines with the (horizontal)
time planes form some coherent structures rotating over time. (e) shows a set of selected pathlines by filtering the Φ field.

spectively, which are overlapped with the LCS ridges (i.e., the
red pixels). From this visual comparison, we see that the |∇Φ|
field captures behavior very similar to the FTLE field. It is worth
noting that the proposed accumulation process may indicate the
presence of a dynamic event (e.g., strong rotation) that occurs at a
different location in the field and at a later time through the value
assigned to the seeding location as long as they are correlated by
the same pathline. In contrast, the FTLE field does not employ an
accumulated value but instead represents the rate of divergence
(convergence) of particles released from a region. The LCS, i.e.,
the ridges of the FTLE field, does accurately reflect the spatial
location of the divergence. Nonetheless, our method does pro-
vide a classification for pathlines based on the similarity of their
rotational behavior.

By close inspection, one also observes additional features in
the |∇Φ| field that do not correspond to an LCS, that is, those
cusp-like curves near the two vortices as highlighted by the arrow
in Figure 8(b). They are essentially the cusp-like seeding curve
discussed in [28]. This cusp-like behavior in pathlines is caused
by the abrupt change in the pathline direction (i.e., almost angle
of π between the previous and current directions), which is in turn
caused by the intersection of the pathlines with the paths of singu-
larities. Such discontinuous behavior on the pathlines is captured
by our Φ field with no additional cost.

Figure 9 (a) and (b) show the volume renderings of the
Φ and |∇Φ| fields for the Benard data [29], whose domain is
[−16,16]× [−4,4]× [−8,8]. Compared to the standard method
for vortex identification, such as the Q criterion [3] shown in Fig-
ure 9(d), our Φ and |∇Φ| field based visualizations reveal the eight
vortices of this flow system clearly. In addition, the local attribute
cannot reveal the global flow behaviors, that is, the full trajec-
tories of the particles that enter the vortex regions. This global

(a)

(b)

(c)

(d)

Figure 9: The volume rendering of the Φ field (a) and |∇Φ| field (b) of the
Bernard flow. (c) shows several filtered streamlines based on the Φ field.
(d) shows the local attribute and Q.

(a) (b)

Figure 10: (a) The visualization of the Φ field of a 3D steady flow behind
cylinder [27]. (b) Volume rendering of Q for the same data set. A white-
red color coding is applied.

information is captured by the Φ field. As shown in Figure 10(b),
the visualization of Q highlights the local vortices, while the Φ

field in Figure 10(a) also reveals all particles which are eventually
traced into the vortices regions in either forward or backward flow
direction. Nonetheless, we note that the Φ field need not highlight
the vortex regions identified by traditional methods. Rather, our
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(a) (b)

Figure 11: The Φ field based segmentation of a synthetic steady flow (a)
and a 3D steady flow behind cylinder (b). The number of initial classifi-
cations is 10 and 5, respectively.

aim is to utilize Φ field to help choose seeding particles that may
yield vortex structure.

Applications of Φ and |∇Φ| Field
The above discussion on the similarity of certain features ob-

served from the visualization of Φ and |∇Φ| fields to a number of
well-known flow features is not meant to promote the Φ and |∇Φ|
fields for explicit flow feature detection, but rather indicates that
the derived Φ and |∇Φ| fields encode useful information that can
be applied to a number of flow exploration tasks.

Integral curve filtering: In order to observe the strong rota-
tion behaviors of a given flow, we can implement a simple fil-
tering mechanism based on the Φ field, i.e., retaining the inte-
gral curves falling in regions with large absolute values of the
Φ field. Figure 8(e) shows a set of pathlines obtained by filter-
ing the Φ field of a Double Gyre flow, which have strong rota-
tional behavior that is induced by the two vortices. The value
range of Φ field for this filtering is [Φmin,0.98Φmin + 0.02Φmax]
and [0.02Φmin+0.98Φmax,Φmax]. Figure 9(c) shows a number of
streamlines of the Bernard flow filtered by the Φ field. By keeping
the streamlines with Φ values larger than 0.95Φmax, we can select
streamlines to reveal the strong rotation behavior in these regions,
i.e., the eight vortices.

Integral Curve/Surface Seeding: Figure 8 (d) provides a path-
line placement for the double gyre flow. The seeds of the pathlines
are placed on the cusp-like seeding curves indicated by the yellow
arrow in Figure 8 (b). Figure 12 (a) shows a seeded stream sur-
face for the Lorenz system. The parameters are σ = 10,ρ = 28
and β = 8/3, respectively. The domain of the Lorenz system is
[−30,30]× [−30,30]× [−10,50]. The seeding curve (shown in
red) is selected by the user from a number of candidate seeding
curves (shown in green) generated based on the derived |∇Φ| field
(c). Figure 12 (b) visualizes the corresponding Φ field.

Flow Segmentation: Figure 11(a) shows the segmentation of
a synthetic flow based on the distribution of the Φ values. Ten
segments are generated with the initial m as 5. From this segmen-
tation, we can observe a few larger vortex systems that enclose
a number of individual vortices, e.g., the vortex system enclos-
ing a number of individual vortices. Visualizations like this may
be used to reveal the hierarchy of vortices, leading to a level-of-
detail interpretation. Figure 11(b) shows the segmentation of a 3D
steady flow behind cylinder based on the Φ field. This 3D steady
flow is taken an instant from a simulation of a 3D unsteady flow

(a) (b) (c)

Figure 12: A stream surface placement of Lorenz flow based on |∇Φ| field
(a). (b) and (c) are the visualization of Φ and |∇Φ| field, respectively. The
seeding curve of the stream surface is highlighted with red color.

behind cylinder [27] at time step 102. Eight segments are gener-
ated with the initial m = 5. With global information encoded in
the Φ field, the spatial points which are not in the vortex regions
but would be traced into the vortex regions are grouped together
with the points in the vortex regions.

6 Conclusion
In this paper, we investigated the Φ field, a scalar field that

is derived from the input vector field by integrating the rotation of
the integral curves. We discussed a number of important proper-
ties of this field and its gradient, and showed how to use them to
assist the visualization and exploration of 2D steady and unsteady
flows and 3D steady flows. We described a framework for the
computation of the Φ field and its gradient which can be applied
to both streamlines and pathlines. We discussed the similarity and
dissimilarity of the features observed in the Φ and |∇Φ| fields with
those well-known features in the flow, and demonstrated how to
utilize the encoded information in these derived fields to achieve
integral curve selection, integral curve/surface seeding, and flow
segmentation, via a number of synthetic and real-world flow data
sets.

Despite its simplicity in computation and flexibility in data
exploration, the Φ field computation has a number of limitations.
First, it relies heavily on numerical integration. Therefore, nu-
merical errors may compromise the results, especially in areas
with large flow curvature. Second, it is possible that negative ro-
tation may cancel the positive in some symmetric flow where the
integral curves oscillate around an axis. Finally, the features of
the Φ and |∇Φ| fields need not be the features of the flows as
discussed earlier. Therefore, we consider the Φ field based anal-
ysis and visualization framework a valuable complement to the
existing analysis and visualization techniques for vector fields. In
the future, we aim at performing an in-depth investigation of the
behaviors of these derived attribute fields and address the afore-
mentioned limitations.
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