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Abstract

High dynamic range (HDR) imaging has become a pow-
erful tool in computer graphics, and is being applied to
scenarios like simulation of different film responses, mo-
tion blur, and image-based illumination. The HDR images
for these applications are typically generated by combining
the information from multiple photographs taken at differ-
ent exposure settings.

Unfortunately, the color calibration of these images has
so far been limited to very simplistic approaches such as a
simple white balance algorithm. More sophisticated meth-
ods used for device-independent color representations are
not easily applicable because they inherently assume a lim-
ited dynamic range. In this paper, we introduce a novel
approach for constructing HDR images directly from low
dynamic range images that were calibrated using an ICC
input profile.

1. Introduction

Normal photographs have non-linear film response and are
therefore not directly useful as input data for most com-
puter graphics algorithms, as these require linearized ra-
diance values. For example, in order to illuminate syn-
thetic objects using photographs of a real environment (see
e.g. [3]), we have to integrate over the incident radiance at
every point on the synthetic object. If this information is
to be taken from an image, then the limited dynamic range
and the non-linear film response of the image has to be
taken into account, or effects such as saturation of very
bright image parts will show up as artifacts in the final ren-
dering. The same is true for effects like motion blur [4], or
for image-based measurements of reflection properties [6].

High dynamic range (HDR) imaging is a powerful tool
for avoiding these problems. Using methods summarized
in more detail in the next section, differently exposed pho-
tographs of the same scene are first used to estimate the
non-linear film response curve, which can then be used
to generate images with a high dynamic range and a lin-
earized film response that do not saturate in the bright parts.

Unfortunately, the state of the art of color calibration
in HDR imaging uses a very simplistic approach, based on
a simple white balance between the red, green, and blue
channels of the image. The use of more sophisticated tech-
niques such as ICC profiles was so far not possible since
these profiles are inherently tailored towards the case of
images with limited dynamic range.

In this paper we propose a new method for construct-
ing HDR images directly from low dynamic range images
calibrated with an ICC input profile. This will not only
allow us to have meaningful colors in image-based illumi-
nation and measurement, but also to simulate the effects of
different camera/lens/film combinations with realistic col-
ors.

The remainder of this paper is organized as follows: in
Section 2 we briefly summarize the work related to HDR
imaging. In Section 3 we analyze the theoretical foun-
dations of HDR imaging in XYZ color space. We then
describe how to use ICC profiles for HDR imaging (Sec-
tion 4), and validate our assumptions about the resulting
color space in Section 5. In Section 6 we summarize our
algorithm before we conclude by presenting results for the
proposed method (Section 7).

2. Previous Work

High dynamic range imaging was first introduced by Wyck-
off [13] in the 1960s who invented an analog film with
several emulsions of different sensitivity levels. His false
color film had an extended dynamic range of about 108.

More recently, several authors proposed method to ex-
tend the dynamic range of digital images by combining
multiple images of the same scene that differ only in expo-
sure time. Madden [7] assumes linear response of a CCD
imager and selects for each pixel an intensity value from
the brightest non-saturated image. Mann and Picard [8]
construct the response curve of the camera by observing
the intensity values of single pixels in an exposure series.
A more robust method to determine the response curve,
which selects a small number of pixels from the images
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and performs an optimization with a smoothness constraint,
was introduced by Debevec and Malik [4]. They also in-
troduced a white balance step in order to determine the
relationship between the channels of a RGB color image.
Robertson et al. [11] improved on this by optimizing over
all pixels in all images and using a different weighting
function.

In addition, several methods have been proposed to al-
ter the design of a digital camera in order to extend its dy-
namic range [9, 10]. Notably, Moriwaki [9] focuses on
the correct capture of the ratios of the RGB color chan-
nels in the presence of high contrast for color segmentation
algorithms. Furthermore, modern CMOS imagers have a
higher dynamic range than the more commonly used CCD
imagers.

The above methods for constructing a HDR image from
an exposure series are either assuming a linear response
of the imaging system or determine the response curve in
a separate step, treating multiple color channels indepen-
dently. If the relationship between the color channels is
considered at all, it is only done for the final HDR image.

In contrast to that we assume that colors are recon-
structed correctly in each input image if the pixel under
consideration is not saturated or underexposed. We use
an ICC input profile [5, 12] describing the properties of
our imaging system to capture accurate colors and to con-
vert the input images into the CIEXYZ profile connection
space (PCS). We assume and confirm with a measurement
that the transformation into the PCS leads to a linear XYZ
space1, allowing us to calculate HDR values by a simple
averaging operation.

3. High Dynamic Range Imaging in XYZ
Color Space

The CIEXYZ color space is defined relative to the spectral
power distributions x̄(λ), ȳ(λ), z̄(λ) of the CIE 1931 stan-
dard colorimetric observer [2]. The X , Y , Z tristimulus
values are defined for secondary light sources (reflecting
or transmitting objects) as

X = k
∫

λ

φ(λ)x̄(λ)dλ

Y = k
∫

λ

φ(λ)ȳ(λ)dλ

Z = k
∫

λ

φ(λ)z̄(λ)dλ

k = 100∫

λ

S(λ)ȳ(λ)dλ

where φ(λ) is the spectral distribution of the light and S(λ)
is the relative spectral power distribution of the illumi-

1We use CIEXYZ to denote the CIE XYZ color space as defined in [2]
and XYZ for any other, not necessarily well defined color space with
similar properties.

nant. Note that the tristimulus values are independent of
the power of the illuminant and depend linearly on φ(λ).

If we are able to acquire color corrected photographs
in CIEXYZ space (e.g. using ICC profiles, see Section 4),
then this linearity relationship means that every pixel i
in the color corrected image will get the following color
value:

Xi = lT · ∫
λ

φi(λ)x̄(λ)dλ,

Yi = lT · ∫
λ

φi(λ)x̄(λ)dλ,

Zi = lT · ∫
λ

φi(λ)x̄(λ)dλ,

where T is the exposure time and l is an unknown scaling
factor. That is, the CIEXYZ color values are proportional
to the exposure time and the scene luminance due to the
linearity of the CIEXYZ color space.

3.1. Exposure Series

This property can be used to scale and average the pixel
values for a set of images {Ij} of the same scene with
different exposure times Tj in order to create a HDR image
of the scene according to the following formulas:

Xi = Tn

∑
j Xi,jT

1
j w(Xi,j , Yi,j , Zi,j)

∑
j w(Xi,j , Yi,j , Zi,j)

Yi = Tn

∑
j Yi,jT

1
j w(Xi,j , Yi,j , Zi,j)

∑
j w(Xi,j , Yi,j , Zi,j)

Zi = Tn

∑
j Zi,jT

1
j w(Xi,j , Yi,j , Zi,j)

∑
j w(Xi,j , Yi,j , Zi,j)

(1)

Tn is a scaling factor to determine the exposure level
of the HDR image. As the images {Ij} have a limited
dynamic range the weighting function w is used to ig-
nore pixel values which are saturated or underexposed and
therefore invalid. In addition it can be used to emphasize
the contribution of pixel values in the medium part of the
dynamic range, which are assumed to be more accurate.

The resulting HDR pixel values are now proportional
to the luminance of the corresponding part of the scene.
An absolute calibration can be achieved by capturing a tar-
get with known luminance. Alternatively the exposure for-
mula given in [1] can be used to obtain an approximate
calibration.

4. Using ICC Profiles

In order to calibrate the color of our individual photographs,
we use ICC profiles that describe the color characteris-
tics of devices such as digital cameras, monitors, or print-
ers [5, 12]. A profile can be used to convert input data
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from the color space of the input device into a common
profile connection space (PCS) which is either CIELAB
or CIEXYZ with a defined white point (illuminant D50).
CIELAB values can be converted into CIEXYZ and vice
versa. An output or monitor profile converts image data
from the PCS to the color space of the output device be-
fore it is printed or displayed. These operations are usually
performed by a color management system.

A suitable input profile can be used to convert input
data from a digital camera into the linear CIEXYZ color
space of the PCS and corresponds therefore to the response
curve that is traditionally used in HDR imaging. However,
in contrast to the response curve it not only linearizes the
input data but converts it into the well defined CIEXYZ
color space.

Many algorithms which use HDR images should be
able to directly use a XYZ HDR image instead of a RGB
HDR image as the two color spaces are related, others have
to be adapted to the new color space. If all operations that
are applied to an XYZ HDR image preserve the linearity
of the CIEXYZ space it is possible to apply an ICC output
profile to the HDR image in order to have a complete color
management chain.

This approach depends on the assumption that the in-
put profile converts the input images into a linear XYZ
space. Depending on the properties of the input device
this might be difficult and a tradeoff between good color
representation and linearity has to be made during the cre-
ation of the input profile. In addition, an input profile can
be generated for a preferred reproduction, e.g. to empha-
size shadow regions, so that the resulting profile might per-
form a desired but not necessarily faithful conversion into
CIEXYZ space which changes the actual color. Due to
these reason it is necessary to check how linear the result-
ing XYZ space is (see the next section). The impact of
the remaining nonlinearities on the resulting images is an-
alyzed in Section 7.

5. Linearity Measurements

To test our approach we acquired an exposure series of
an IT8 target with a Kodak DCS 560 digital camera and
HMI metal halide lighting. The series consists of 13 im-
ages with exposure times between 1

30s and 1
500s in 1

3 f-
stop increments. A custom ICC input profile was gener-
ated for a correctly exposed image from this series using
the Linotype CPS ScanOpen ICC DCam software. The
images of the exposure series were then converted into 16
bit per channel XYZ color space with our own implemen-
tation of a color management system using the generated
profile. Pixels for which at least one channel was saturated
or for which all channels were underexposed, were marked
invalid and excluded from further processing.

We implemented the approach of Robertson et al. [11]
for 16 bit images and calculated the response curves for
all color channels. Figure 1 shows a plot of the computed
response curves and a linear response curve for compari-
son. Note that no smoothing operation is applied during
the computation. The recovered response curves confirm

Figure 1: Logarithmic plot of the response curve of the X, Y,
and Z channels for the IT8 target exposure series. The horizontal
axis shows 16 bit digital units. For comparison a plot of a linear
response curve is included.

Figure 2: Plot of the linearity of the response curve for the X, Y,
and Z channels (same data as in Figure 1). The horizontal axis
shows 16 bit digital units, the vertical axis shows the relative de-
viation from the linear response curve. A smoothing operation
was applied to the curve in order to emphasize the global behav-
ior. For comparison a plot of a linear response curve is included.

that the resulting color space is approximately linear (see
Figure 2. But they also show several problems:

• The response curves are not smooth and show a bias
in the brighter regions (especially in the X and Y
channel).

• In the very dark regions, the signal is strongly non-
linear and noisy. This can be due to several rea-
sons, especially the limited signal-to-noise ratio of
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the camera, quantization artifacts in the intermediate
image representations, and problems with the gener-
ated profile.

• In the very bright regions the response curve has a
high variance.

The weighting function w should take these problems into
account and suppress values at both ends of the dynamic
range. Further experiments have shown, that the local vari-
ations throughout the dynamic range depend on the scene
content. Including them into the weighting function is
therefore not appropriate.

The largest problem is the bias in the X and Y chan-
nel. This could be dealt with by manually linearizing the
response curve which directly compromises the integrity
of the profile connection space. Alternatively, combining
several images can also reduce the error without explicitly
changing the PCS. This approach has the advantage that it
is unbiased, i.e. it leads to a correct result if the exposure
series consists of a single image.

Taking these considerations into account, we decided
to leave the response curve unmodified and to use a simple
weighting function w with a linear ramp at both ends and
a constant value inbetween. Due to the different behavior
of the three channels, the widths of the ramps are differ-
ent for each channel. As shown in Section 7 this choice
worked well for our setup. However, depending on the in-
dividual setup used, a different weighting function may be
appropriate.

6. Algorithm

Given a suitable input profile, the generation of a HDR
image from an exposure series is not difficult. First the
images have to be converted into CIEXYZ color space us-
ing the profile. Pixels for which at least one color channel
is saturated or for which all color channels are underex-
posed in the original image should be marked invalid and
excluded from the HDR calculation.

The contributions of the images to the final HDR image
are summed up according to Equation 1 using the weight-
ing function w. The resulting HDR image can then be ar-
bitrarily processed as long as the linearity is preserved. Fi-
nally, the image has to be converted back to the PCS by
correcting all pixels for which the value of Y is > 100. As
these pixels are “overexposed” they can e.g. be set to the
tristimulus values of the light source. The resulting im-
age can then be used in the color management workflow
without limitations.

7. Results and Conclusion

We described in this paper how the ICC profile mechanism
can be used to acquire HDR images in CIEXYZ space with

calibrated colors. As long as further processing steps (e.g.
image-based rendering algorithms) preserve the linearity
of the CIEXYZ color space, it is possible to return to the
PCS and apply suitable output profiles to the images lead-
ing to an integration of HDR imaging with traditional color
management systems.

Figure 3 shows a normal image, which was obtained
with our method by generating a HDR image from the ex-
posure series described in Section 5. The image was nor-
malized (i.e., the intensity was scaled so that the largest
pixel value equals 100) in CIEXYZ space, converted to
CIELAB and finally to sRGB. For comparison, an original
input image was also normalized in CIEXYZ space and
converted to LAB. The Euclidean distance ∆E∗

ab between
the two images has been calculated for all pixels and is
shown together with a histogram of the color patch part of
the target in Figures 4 and 5. The match between the im-
ages is very good. The results become only slightly worse,
if less images (e.g., a series separated by a full f-stop) are
used.

Figure 3: Image generated from the HDR image of the IT8 target.

Figure 4: Difference between an appropriately scaled original
input image and Figure 3 calculated using the ∆E∗

ab metric. Most
colors are reproduced very well, the largest error is in the patches
J3 and J4 with ∆E∗

ab ∼ 12.

Once the linearity of the XYZ space is established, the
proposed method is easy to implement and requires only
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Figure 5: Histogram of ∆E∗
ab in the color patch part of the IT8

target (see Figure 4). The horizontal axis shows ∆E∗
ab, the verti-

cal axis shows the corresponding fraction of pixels.

a small amount of memory as the images can processed
sequentially. The quality of the results depends mainly on
the input profile and the precision of the input images is
not limited to a certain number of bits per channel.
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