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Abstract 

Tone reproduction is a key component in image quality 
and historically tone correction has been performed on a 
global basis for a given device or image. Several recent 
investigations have used a variety of algorithms to 
demonstrate that local color correction provides a 
significant improvement in image quality relative to a 
global correction. This paper presents a local color 
correction operation that is based on non-linear masking. 
The operation is very fast and does not require any manual 
adjustments, such as those involved in dodging and 
burning. The algorithm is roughly equivalent to deriving a 
specific tone reproduction curve for each pixel in the 
image. An example image is processed using the proposed 
masking scheme and the resulting effect is discussed. 
Finally, the relationship to CIECAM97s is explored and it 
is proposed that dynamically setting the background 
parameter results in similar local color corrections. 

Introduction 

Tone reproduction is a critical aspect of the perceived 
quality of a reproduction.1 Historically tone corrections 
have been global one-dimensional operations in which one 
input value maps to one and only one output value. 2 This 
approach results in a reasonable correction if the original 
dynamic range is fairly close to the dynamic range of the 
reproduction. For a much larger dynamic range original it 
becomes increasingly difficult to design a global tone 
correction that will accommodate both shadow and 
highlight detail.  

Therefore, there has been ongoing research3-15 in the 
area of local color correction and processing high dynamic 
range images. A local color correction will provide a 
method to map one input value to many different output 
values, depending on the values of neighboring pixels. This 
allows for simultaneous shadow and highlight adjustments. 
It is beyond the scope of this paper to provide a compar-
ison of the previously proposed algorithms for local color 
correction. However, some limitations that have been 
encountered in some cases are computational complexity, 
lack of calibration procedure, “halo” artifacts, iterative 
processing, segmentation failures, lack of direct control 

parameters, incompatibility with look up table processing 
or requiring manual adjustments. 

This paper demonstrates a local color correction 
technique that is simple, fast and comparable to the other 
local color correction methods.3-15 This method uses non-
linear masking in order to perform local color correction. 16 
It should be noted that initial investigations of this method 
of local color correction were not based on any model of 
visual perception. To illustrate, traditional unsharp mask-
ing provides a powerful tool to sharpen images but care 
should be taken not to attribute the functionality of the 
algorithm to specific aspects of the human visual system. 
The proposed masking algorithm provides a simple, 
computationally efficient and easily parameterized frame-
work for performing local color corrections. 

Local color correction is also useful for enhancing or 
improving certain types of images. To illustrate, conven-
tional photography may yield an image in which one 
region of the image is underexposed while another region 
is correctly exposed. Flash photography is another instance 
in which one region in the image may be over-exposed 
while another is under-exposed. Correcting for failures 
during image capture or for illumination fall-off are not, 
strictly speaking, the goals of a vision model. Aesthetic 
and contextual issues further complicate the issue of local 
color correction but will not be considered in this paper. 

Basic Algorithm 

The first part of the proposed algorithm consists of the 
derivation of an image mask. The second part of the 
algorithm is the combination of the mask and the input 
image. This is shown in flowchart form in Figure 1 where 
one operator computes the mask and the other combines 
the mask and the input image. In this paper, the mask is 
simply an inverted low-pass filtered monochrome version 
of the input image. The combination operation is then a 
variable power function where the exponent is computed 
from the mask. 

The mask can be computed by taking an image and 
converting it to a monochrome image. This monochrome 
image is then inverted and finally the image is blurred 
using a large radius filter. The mask is monochrome in 
order to avoid distorting the chroma of the image. The 
image is inverted to indicate which regions of the image 
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will be lightened or darkened. For example, a dark region 
in the image will have a light mask value and will 
therefore be lightened. However, a positive mask can also 
be used as will be discussed in a following section. The 
image should be blurred such that image features can no 
longer be recognized. For instance, a 72 dpi monitor image 
could be blurred using a gausssian blur with a radius of 15 
pixels. If the mask is not blurred, then the image contrast 
will be excessively reduced. In comparison, if the mask is 
overly blurred then this algorithm reduces to simple 
gamma correction. A computationally efficient implemen-
tation can use an image thumbnail or a significantly sub-
sampled image in order to compute the mask. 

Input Image F(i) Mask Image

G(i,m)

Output Image

 

Figure 1. Basic flowchart for non-linear masking. 

 
The combination operation consists of a simple power 

function where the exponent is computed using the mask 
value. Mask values greater than 128 will result in an 
exponent less than 1 while mask values less than 128 will 
yield exponents greater than 1. Mask values of 128 will 
result in a mask value of 1 and will not change the input 
data. Example curves showing how input values are 
mapped to output values as a function of the mask value 
are shown in Figure 2. This operation essentially consists 
of performing a pixel-by-pixel gamma correction. This can 
be written as the following equation: 
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Equation 1 can be implemented as a fully populated 
two dimensional table where the input and mask values are 
the input and the output is the pre-calculated value for that 
combination. Furthermore, the equation can easily be 
modified to adjust the identity value or the range of the 
exponents. This would be useful for a limited parameter 
adjustment based on user preferences or even image 
properties. This tone reproduction surface can be thought 
of as a two-dimensional version of a tone reproduction 
curve. 

There are a number of intriguing variations on the 
mask derivation and combination operators. However, the 
method described demonstrates one of the simplest 
techniques for performing local color correction using non-

linear masking. Notice that while the mask derivation 
process may be similar to that used during the traditional 
process of unsharp masking, the non-linear combination 
operation is much different than the additive operation 
used during unsharp masking and therefore results in local 
color adjustments. 
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Figure 2. Example curves showing how input 8 bit RGB values 
are mapped to output values as a function of the mask value.  

Results 

The results of local color correction using masking are 
shown in Figures 3. This figure shows an original black 
and white image on the top. The figure in the image is 
slightly underexposed but a global tone curve to correct the 
figure would reduce the highlight detail in the sky. Below 
the original image is the mask as computed using the 
previously described technique. It is interesting to note the 
similarity of the mask image to a negative afterimage.17 
The bottom is the corrected image. Note that light regions 
in the image correspond to dark regions in the mask and 
are darkened in the corrected image. Conversely, dark 
regions in the image correspond to light regions in the 
mask and are lightened in the corrected image.  

The fence behind the boy in Figure 3 is changed 
without any overshoot or ringing around the edges. In 
addition, the image has a white border and even this strong 
edge does not introduce any distortions. This is a result of 
two factors. First, the non-linear masking is bounded at the 
extremes so that the white and black points of the image 
are never adjusted regardless of the mask values. This 
means that the correction will be less at the extremes, 
where haloing may be more common. Second, the low pass 
nature of the mask means that tone corrections will occur 
slowly over the image. These gradual transitions result in 
local tone adjustments that are not obvious for complex 
images or regions. For simple images or regions on the 
other hand the mask is simple and in the extreme reduces 
to a simple global tone correction. 
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Figure 3. Original, mask and locally color corrected image 
shown from top to bottom. The original image has a white border 
surrounding the image. 

Discussion 

Equation 1 is very similar to the CIECAM97s18 formula for 
lightness. In this case J or lightness is a function of the 
luminance of the background, as well as other parameters. 
Fairchild notes that “specification of the background is 
absolutely necessary for modeling simultaneous contrast”.19 
A simplified form of CIECAM97s lightness can be written: 
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where c1 and c2 are viewing condition parameters that 
result in an exponent that ranges from 0.69 to about 1.38 
for an average surround. The form of this equation with the 
normalization, exponent and scaling is very similar to 
equation 1.  

Equation 2 yields a family of lightness curves for a 
range of background luminances. This is shown in figure 4 
and can be compared with figure 2. The CIECAM97s local 
color correction uses a positive mask and therefore the 
order of white to black backgrounds is reversed. Equation 1 
can also be modified to assume a positive mask but the 
author finds working with a negative mask is useful for 
assessing where the image will be lightened and darkened 
by looking at the mask. The positive mask is used for 
CIECAM97s because of the perceptual significance of Yb. 
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Figure 4. Family of lightness curves for various CIECAM97s 
background or Yb settings. The lightness for a given background 
is plotted against the lightness for Yb of 20. 

 
A non-linear masking operation similar to that 

previously described can be performed using CIECAM97s. 
The images are first converted to CIECAM97s J, ac97, bc97 
coordinates and then a positive lightness mask is computed 
using the J channel of the image. The resulting images are 
similar to those previously generated using just an 
exponential operator on the RGB channels. This demon-
strates that local color correction can be computed using 
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CIECAM97s and the result is an image in which highlights 
can be darkened and shadows lightened in one step. This 
processing does not require segmentation or iteration and is 
based on the results of psychophysical observations. 
Furthermore, using CIECAM97s instead of a device RGB 
provides a method of calibrating the local color correction. 

There are numerous possible applications of this type 
of processing. One application is to better map high 
dynamic range scenes to lower dynamic range display and 
output devices. Another application is to correct for non-
uniform illumination, such as flash photography, backlit 
subjects or flat-bed scans of three-dimensional objects. 
This type of processing can also be used given an original 
that has regions that are incorrectly exposed. This type of 
color correction can also be used for aesthetic purposes, 
such as to reduce differences in illumination when 
compositing  

Conclusion 

Local color correction can be performed using non-linear 
masking. This correction can simultaneously lighten sha-
dows and darken highlights and is based on a simple pixel-
wise “gamma” correction of input data. Using a low pass 
inverted monochrome version of the original will balance 
global and local contrast changes and reduce chroma 
distortions. This algorithm can be used for images with 
uneven exposure or flash illumination. It can also be used 
for object scanning and adjusting high dynamic range 
scene data during scene rendering. While there are a 
number of alternative algorithms for performing local color 
correction, it is interesting to note the relative simplicity of 
the proposed algorithm and its close relationship to the 
lightness scale that is incorporated in the CIECAM97s 
color appearance model. This implies that it may be useful 
to consider constructing a color appearance model from 
near to far. 

Local color correction would seem to be a comple-
mentary technology to traditional pixel based processing. 
For example, once the image has been corrected it can then 
be reproduced on a given printer using a traditional pixel 
based pipeline. Use of a neighborhood image processing 
technique for one part of the imaging pipeline does not 
exclude subsequent pixel based image processing. This 
suggests that pixel and neighborhood imaging operations 
could be used where appropriate to optimize the overall 
quality and speed of the imaging pipeline. 
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