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Abstract

Five colour models were evaluated using the JPEG 
uniform quantization algorithms. They form two categori
linear models including XYZ and YIQ, and non-line
models including CIELAB and CIELUV uniform colou
spaces, and CIECAM97s color appearance model. 
results show that all non-linear models performed be
than those linear models, and not much different betw
non-linear models.

Introduction

In colour imaging industry, colour spaces and appeara
models are used for processing, transmitting and sto
colour images for colour management purposes. Im
compression algorithms are used for reducing the size
images for practical applications. It has been w
established in the previous studies1,2,3,4 that image
compression algorithms are colour model dependent. 
choice of colour models has a large impact on 
performance of image compression techniques.4 This
research work is aimed to test colour models’ performa
in terms of colour fidelity and image quality using tw
image compression methods: the Joint Photographic Ex
Group’s (JPEG) image compression algorithm5,6 and
quantization technique. Five colour models w
investigated in this study: two linear models including XY7

and YIQ,8 and CIELAB,7 CIELUV7 and CIECAM97s9 for
non-linear models. The CIECAM97s is the colo
appearance model adopted by the CIE in 1997, which
accurately predict a number of colour attributes over a w
range of viewing conditions. Psychophysical experime
were conducted to evaluate colour models’ performa
using the category judgement method based on a pan
ten observers. The results show that the non-linear co
models performed better than those of linear ones. The
no large difference between  non-linear colour models.

Experimental Setup

The images used in this study were divided into two gro
1) photo-realistic and 2) colour patch images. These
shown in Fig. 1.
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Group 1 photo-realistic images:

Doll (top left), Musician (top right), Nature (bottom left), S
(bottom right)

Group 2 colour patch images

  

 

Figure 1. Experimental Images

Each image had a constant physical size, 16 by 16
square (580x580 pixels) with a viewing distant about 60 c
All images were 24-bit RGB images. Group1 images w
the same as those used by Morovic14. The colour patch
images include two parts: a colour patch and a ‘Doll’ ima
(the same as that used in Group 1 except that it is sma
This makes the overall appearance of Group 2 ima
appeared as a complex image. All colour patch images h
grey background with an L* value of 50. The colour pat
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areas are the CIELAB chroma scales ranged from zero to
the maximum having the same L* and h values of four
colours: red, yellow, green and blue. They were the
monitor’s three primaries and a mixture of the red and green
(yellow). The other Group 2 image had a grey scale (neutral
colours) instead of a chroma scale. There were over 450
colours in the colour patch area with equally spaced C* or
L* values. Group 2 images were intended to investigate
each colour model’s performance in different colour areas
along a fixed direction.

The colour models selected in this study were divided
into two groups: linear and non-linear models. Note that the
definitions of these are based on the transformation from the
CIE tristimulus values (XYZ). The former group includes
XYZ and YIQ models. The latter group includes CIELAB
and CIELUV uniform colour spaces and the CIECAM97s
colour appearance model. The CIECAM97s is the colour
appearance model adopted by CIE in 1997. The CIELAB
and CIELUV colour spaces are most widely used uniform
colour spaces. The YIQ colour space is used for transmitting
TV signals and is a linear transform of XYZ space8.

 The images were displayed on a Barco Reference
Calibrator with the white point set to D65. The GOG model
10,11 was implemented to transform between the monitor
digital counts and luminance. This procedure characterised
the monitor’s RGB data, a device dependent space, to the
CIE tristimulus values, a device independent space. A total
of 10 observers took part in the experiment. All observers
passed the Ishihara Test 12 for colour blindness. They had
2284
some experience for performing psychophysical experi-
ments. The whole experiment was divided into 3 phases.
The experimental conditions are summarised in Table 1.

In Phase 1, four Group 1 images were used as shown in
Fig. 1. Each image was compressed to 4 different levels for
each of the 5 colour models using JPEG algorithm. This
resulted in a total of 80 images. These were judged by a
panel of 10 observers. Each observer repeated the same
experiment twice.

Each image was processed according to the procedure
described in Fig. 2. Each pixel of an image was first
transformed to the XYZ colour space via a forward monitor
model. For all models except the XYZ model, the XYZ
values were then transformed to L, C1 and C2 attributes, such
as lightness, redness-greenness and yellowness-blueness.
(The L used here represents the luminance channel and two
chrominance channels represented by C1 and C2.) These
signals were normalised to the range of 0-255 prior to the
JPEG compression, in which the coefficients used in the
quantization tables and huffman encoding tables were the
same as those suggested by JPEG 6. The lightness of non-
linear colour models was quantized using the luminance
quantization table and the other two channels were
quantized using the chrominance table. The decompressed
visual attributes were transformed to the R’G’B’ signals for
displaying on the Barco monitor via the reverse colour
model and reverse monitor characterization model. All
models’  transformations were carried out using floating
point.
Table 1 Summary of the experimental conditions for each phase.

Phase Image Group
(No. of images)

Compression
Methods

No of Compre-
ssion Levels

Repe-
tition

Obs Total
images

Total
observation

1 1 (4) JPEG 4 2 10 80 1600
2 1 (4) quantization 4 1 10 80 800
3 2 (5) quantization 4 1 10 100 1000

(Note: Five levels of quantization levels will be described later for each image.)
Forward
monitor
model

Forward
colour
model

XYZ JPEG
compression

R’G’B’
Reverse
monitor
model

Reverse
colour
model

X’Y’Z’
L’C’C2’1

JPEG
decompression

RGB LC1C2

Figure 2. Compression procedure
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Table 2 Bit per pixel and compression ratio for each image at each compression levels

Bit Per Pixel Compression Ratio
Quality Factor

(applied on CIECAM97s)
Doll Mus Nat Ski Doll Mus Nat Ski

15 0.88 0.60 0.58 0.78 27 40 41 31
35 1.24 0.84 0.86 1.07 19 29 28 22
55 1.64 1.10 1.18 1.40 15 22 20 17
75 2.31 1.53 1.72 1.94 10 16 14 12
For each colour model, each image was compressed to
4 different levels, or quality factors. For a lower quality
factor, a higher compression ratio was applied. The 4 levels
of compressed images using CIECAM97s were first chosen
as standard images. These had quality factors of 75 (the
default value for JPEG), 55, 35 and 15. The image with a
quality factor of 15 was the lowest quality image acceptable
by the experimenter. The other two levels were selected
having equal interval of 20 between 15 and 75. The images
of the other colour models were set the same physical file
size as those of the corresponding CIECAM97s images. The
bit per pixel for each image in 4 compression level is given
in Table 2.

The category judgement method was used for
evaluating models’ performance. A pair of images was
displayed on the Barco monitor in a darkened room. The
experimental condition is shown in Fig. 3. One image is the
original (uncompressed) image and another is the test
image. Observers were asked to make judgements using two
scales: colour fidelity and image quality by applying the
selection bars on the bottom left and right of display
respectively (see Fig. 3). The colour fidelity judgement
considered the closeness of colour match between the test
and original images. The image quality judgement considers
the overall image quality including colour fidelity, artifact,
sharpness, etc. Each scale had 7 categories from 1 (the
worst) to 7 (the best). The middle category, 4, represents the
acceptable level.

 
Figure 3. Experiment viewing condition

Phase 2 experiment was the same as that of Phase 1
except that the uniform quantization technique was used for
image compression instead of the JPEG algorithm. The
attributes for each colour model were normalised within the
range of 0 to 255 before quantization. Each image was again
quantized to 4 levels. The degree of quantization for each
channel was different for each image, but the same for each
model. Different quantization levels applied to different
images as shown in Table 3.  Since human eyes are less
sensitive to chrominance channel than luminance channel13,
more bits for luminance channel were preserved than for the
chrominance channels. Two chrominance channels were
quantized to the same bits.

For selecting quantization levels for each model, the
lowest bit rate that the image can be quantized without
obvious artefacts was first chosen. The other levels had a
higher bit rate than the first chosen one. The selected
quantization levels for each image is given in Table 3. For
example. the lowest quantization level for the ‘Doll’ image
is 6_5_5 which represents 6, 5 and 5 bits were used for the
luminance and two chrominance channels respectively.

Table 3. Quantization levels for each image
Image Quantization levels

(Luminance_chrominance_chrominance)
Doll 6 _5_5 ,    6_6_6,   7_5_5,    7_6_6
Nature 6_4_4,     6_6_6,    7_4_4,    7_6_6
Musician 6_6_6,     6_7_7,    7_6_6,    7_7_7
Ski 6_5_5,     6_6_6,    7_5_5,    7_6_6

Group 2 images were used in Phase 3. The
experimental conditions were the same as those of the other
two phases. Four quantization levels were selected: 7_6_6,
7_7_7, 8_6_6 and 8_7_7 for each image across all colour
models.

Results

Observer Variations
Observer variations were investigated using each

observer’s raw category data. The CV measure given in eq.
(1) was used. For examining observer accuracy, the CV
value was calculated between the mean and each individual
observer’s results. For examining observer repeatability,
only Phase 1 data were used. (Each observer was repeated
twice only in Phase 1 experiment). The CV value was
calculated between each individual observer’s two sessions.
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Image Quality vs Colour fidelity in 
JPEG image compression
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Figure 4. Image quality vs. colour fidelity

Figure 5. Summary of Phase 1 results for each colour model.
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Figure 6. The present finding against Moroney’s finding.
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Figure 7. Summary of Phase 1 results for each model/image.

Figure 8. Summary of Phase 2 results for each colour model.
Figure 9. Summary of Phase 2 results for each model/image.



The Seventh Color Imaging Conference: Color Science, Systems, and Applications Copyright 1999, IS&T
(1)

The CV value can be considered as the percentage error
between two sets of data. For perfect agreement, the value
should be zero. A CV value of 30 means a 30%
disagreement between two sets of data. The results show
that the mean CV value for repeatability study was 6%,
which is considered to be highly repeatable. The CV values
for accuracy were 17%, 24% and 25% for Phases 1, 2 and 3
respectively. It was calculated between each individual
observer’s and mean visual data. These represent the typical
accuracy performance in this kind of experiments. The
accuracy for Phase 1 is higher than the other two phases.
This is because the differences in terms of colour fidelity (or
image quality) for individual images are much larger in
Phase 1 than the other two phases.

Comparing between the Colour Fidelity and Total
Image Quality Results
The mean category results from the colour fidelity and from
the image quality judgements for Phase 1 are plotted in Fig.
4 to represent the typical results from all experimental
phases. It can be seen that there is a good agreement
between the colour fidelity and image quality results. This
implies that colour fidelity plays an important role for
determining the image quality. The image quality results are
used in the following data analysis.

 Phase 1
The data analysis was carried out to transform raw

category data to z-score. A higher z-score means a better
colour fidelity or image quality for a particular colour
model. The results are summarised in Figs. 5 and 7 for each
colour model. The 95% confidence intervals are also drawn
to compare the significant difference amongst colour

Figure 10. Summary of Phase 3 results for each colour model.
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models. In addition, a horizontal line is plotted (see Fig. 5)
to indicate the level of acceptance, which corresponds to
Category 4. A point in Fig. 5 represents the performance for
each colour model by combining the responses from all four
images, i.e. 320 responses for each model. The results show
that CIECAM97s and CIELAB performed the best,
followed by CIELUV, YIQ with XYZ the worst. This
indicates that non-linear models outperformed the linear
model by a large margin, and the linear models are not
suitable for using JPEG image compression  (see acceptance
level in Fig. 5). The CIECAM97s recommended by CIE for
image applications and CIELAB gave an overall best
performance in terms of mean z-score.

The present results were compared with  those found by
Moroney.4 Fig. 6 shows that the present z-score results for
CIELAB, CIELUV, YIQ and XYZ are plotted with the
overall logistic interval scale (OLIS) rankings in Moroney’s
study. The R2 value between these two results were 0.975
which means the present results are in good agreement with
those found by Moroney.

In Fig. 7, the results of the four images for each colour
model are summarized. It shows a consistent trend that all
models performed the worst for the ‘Musician’ image. The
linear models gave a larger range of z-score than those of
the non-linear models. This implies that the linear models
are more image dependent.

Phase 2
The same data analysis was carried out for Phase 2

results. These are summarised in Figs. 8 and 9 for each
color model and each model/image respectively. The results
are very similar to those of Phase 1, i.e. the non-linear
models outperformed the linear models. The CIELUV and
CIECAM97s performed the best, followed by CIELAB,
YIQ with XYZ the worst. There is no significant difference
between CIECAM97s and CIELUV. All models are above
acceptance level in this experiment. This is mainly because
the reduction of bit rates using the quantization technique is
significantly less than those using JPEG compression (Phase
1).

Figure 11. Summary of Phase 3 results for each model/image.
87
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Figure 9 shows the performance of colour models using
each individual image. Again, the results confirmed with
those found in Phase 1 that the linear models are more
image dependent than the non-linear models. It can be seen
that the CIECAM97s and CIELAB are the least image
dependent models than the other models.

Phase 3
The results from Phase 3 are summarised in Figs. 10

and 11. It can be seen that CIELUV perform the best,
followed by CIELAB, CIECAM97s, YIQ with XYZ the
worst. There is no significant difference between the
CIELAB and CIELUV. However they both performed
better than CIECAM97s.

Again, the results in Fig.11 show that the linear models
are more image dependent than those non-linear models. I.e.
the results for images in each linear model have a much
wider spread than in the non-linear models. The
CIECAM97s gave a disappointing performance in applying
this kind of images. Further investigation will be carried out
to investigate the causes of the discrepancy.

Conclusion

This experiment was conducted to investigate the
performance of five colour models in terms of colour
fidelity and overall image quality. Two image compression
techniques were used: JPEG and quantization. Ten normal
colour vision observers took part in the experiment using a
categorical judgement method. Each observer was asked to
judge the compressed image against the original image
using a seven-category scale.

The observer accuracy and repeatability were
examined. The visual results are considered to be quite
reliable. The results from three phases show that the non-
linear models (CIECAM97s, CIELAB and CIELUV)
outperformed linear models (YIQ and XYZ). In addition,
the former models are less image dependent than the latter
models. In comparison of three non-linear models, the
results show that CIECAM97s performed slightly better
than CIELAB and CIELUV for Phases 1 and 2 results.
However, it did not perform well for Phase 3 results. This
6288
will be further investigated.  The present finding shows that
the image compression techniques can be used to test colour
models’  performance.
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