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Abstract defines the pathway’s sensitivity to the square wave's
stimulus strength.There is also physiological evidence to

Query by image contents is a successful approach to imagaggest the existence of opponent colour signals in the
database indexing and retrievaBecause image data take visual pathway. The opponent colour theory suggests that
up huge amount of storage space and network bandwidtthere are three visual pathways in the human colour vision
compressing image is a standard practice. Given that imagsgstem. One pathway is sensitive mainly to light-dark
are compressed/coded in a database, it would be movariations; this pathway has the best spatial resolution. The
efficient if the compressed data could also be directly usedther two pathways are sensitive to red-green and blue-
as indices for content-based query. The compressed datayallow variation. The blue-yellow pathway has the worst
traditional image coding/compression techniques such aspatial resolution. In opponent-colours representations, the
the popular JPEGcannot be readily used to classify imagespatial sharpness of a colour image depends mainly on the
contents. In this work, we set out to develop image codingharpness of the light dark component of the images and
schemes that will enable classification of image contents teery little on the structure of the opponent-colour image
be performed in the compressed domain without the need tmmponents.
perform image decoding and any extra processing. One of Colour image coding systems, e.g. JPEG, MPEG and
the novel features of this work is that we exploit some of thetheré developed over the years have taken advantage of
well known properties of human colour visual system forthe low spatial acuity of the opponent colours
image representation. We outline a general scheme oépresentations where more bandwidth is allocated to the
colour image coding for classification and describe dight-dark (luminance) channel and less bandwidth is given

specific implementation. to the chromatic channels.
) Query by image contents is a successful approach to
Introduction image database indexing and retrieval. The contents used by

different systems include colours, shapes and textfires.

Image compression aims at reducing the amount of datecause image data take up huge amount of storage space
needed to represent a digital image whilst trying to maintaiand network bandwidth, it is necessary to implement some
high perceptual image quality. In order to achievesorts of compression/coding. Images in a database are
reasonable compression ratios, the psychovisualormally in some sorts of compressed formats. Recent work
redundancies, which exist in natural images, have to ben image classification on the World Wide Waetdicates
exploited; i.e. visually meaningful information is preservedthat the vast majority of the images on the Web are Jpeg and
while visually insignificant data is discarded. If images areGif formats and from these image formats it is impossible to
stored in a compressed format that conveys explicitly imagdeduce the image contents such as colour resolution without
contents, such as colour distribution, edge and texturdecompressing the images. What is more, even though most
patterns, image classification can be done on thef the images on the Web have far less than 24-bit colours,
compressed image data, this will facilitate image dataesearchers have to assume 24-bit colour resolution for all
management on the Web and ordinary image databases. \We images. In this work, we set out to develop image
introduced such a scheme in this paper. coding schemes that will enable classification of image

There is evidence to suggest that different visuatontents to be performed in the compressed domain without
pathways process colour and pattern in the human visuttie need to perform image decoding.
system. In [4], experiments were carried out using square
wave patterns with a range of different spatial frequencies, Colour Image Coding for Classification
colours and stimulus strengths to measure how colour
appearance depends on spatial pattern. Results suggest fhaeé schematic diagram of the image coding technique is
the value of one neural image is the product of three termshown in Fig. 1. An image is divided into small image
One term defines the pathway's sensitivity to the squarelocks and coded one block at a time (at this stage, we have
wave’s colour direction. A second term defines thenot considered multi-resolution hierarchical structure which
pathway’s sensitivity to the spatial pattern and the third terncould be easily extended to and maybe necessary in some
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applications). The method first estimates the luminance of Chew = coi +ny. (X _qud) Oj
the image block, and then the image pixels are normalized j ! A !

with respect to this block luminance value. The purpose of

doing so is to eliminate the influence of the illuminant (aswvhere O <1 <1lis a learning rate

will become clearer later). After normalization, opponent

colour mechanism is then invoked. The colour componentStep 4 fetch the next training sample and repeat by going to
are then sub-sampled (this is consistent with opponersiep 2.

colour theory of the human visual systgmThe full

(spatial) resolution black and white component, the sub- We have implemented the scheme in Figure 1 using
sampled colour components and the luminance of the blogkector quantization. The image is divided into 4 x 4 blocks.

are then coded by their respective encoders (the systemAsl6-dimenssional vector quantizer is designed to code the
somewhat reminiscent of the pattern colour separable modelack and white component and a 2-dimensional vector
of the human visual systéynTo make the compressed dataduantizer is designed to code the sub-sampled colour
directly usable for classification the encoders have to beomponents. The luminance component is coded using a

designed in an appropriate manner. scalar quantizer. An example image is shown in Fig.3, here
an 8-bit 16-D VQ encoder was used to code the black and
Vector Quantization white component, also an 8-bit 2-D VQ encoder was used to

code the colour components. An 8-bit scalar quantizer codes

Vector quantization is a well-known technique for imagethe luminance. Note that this image was not included in the
coding (see e.g. [10]). Typically, an image is divided intotraining image set used to train the code book. The

non-overlapping small blocks, and the pixels within eacifompression ratio achieved is 16:1 (higher compression can
block form a vector. A schematic of a vector quantizatiorPe achieved if entropy coding is employed). At this level of

system is shown in Fig. 2, where the code-book size is ROmpression, a large set of images was judged to have very
and the code-words arg,C, ..., G, The input vector Xis ~ good image quality. It should be noted that our objective in
quantized by being encoded into a scalar (integer) indethis work is not to strive for high compression ratio (JPEG
I(n), which then serves as the input to the decoder, and tiéll achieve higher compression than the present method),

reproduction of the input is approximated by, C the goal instead is to achieve sufficient compression and at
The encoding is based on minimum distancehe same time facilitate image content -classification

classification and therefore the inputiX encoded to I(n) if ~(Mmanagement). The merits of the present scheme should
therefore be regarded as an elegant compromise.
X0 —Ciw| =X, -y for D

Content Classification
Many approaches have been developed for designing
the code-book. Clustering based algorithms, such as tHeolours are excellent cue for image classification. In a
generalized Lloyd algorithm (GLA) which is also recent worK, it was shown that using a chromaticity image
sometimes referred to as the LBG algoritima popular of the opponent red-green and yellow-blue components
method for designing the code-book. The algorithm startéwithout using the luminance information), excellent image
by choosing an initial set of code-words, then it iterativelyclassification/recognition results could be achieved. In a 2-d
updates the code-word using a minimum distance mapping¢hromaticity image, each location of the image defines the
Another technique, which has become popular in recerthromaticity of a particular colour and the pixel brightness
years is the neural network approdchThe frequency encodes the frequency of occurrence of a particular
sensitive learning algorithm, which we used in this paper foghromaticity in an image). Image recognition is achieved by
code-book design, is described as follows: matching the chromaticity distribution of the images. In the
above image-coding scheme, the output of the colour
Step 1 initialise the code-words ,CC, C, and set the quantizer is the chromaticity index of the opponent colour
counters associated with each code-word, gotontl. components of a small block. The distribution of these
chromaticity indices can then be directly used to form the
Step 2 present the training sample,,Xand calculate the Opponent chromaticity distribution image, which can then
distance between the training sample and the code-words &¢ used to classify images based on their colours. What is
important here is that the colour indices are illuminant

D, = ”)(n —CJ_” and D’j’ = count * D, , for [Jj intensity  independent which means  recognition
performance will not be affected by variance in illuminant
Step 3 update the code-words according to intensity.

Low-level statistics can also be used for image
. . classification. It was found that low-level statistics such as
_Q if D, <D, for Ok the orientation patterns of small image blocks could be used

Yy = . and to classify city/suburb photograph3he code-words of the
. otherwise y ey photograp

279



The Seventh Color Imaging Conference: Color Science, Systems, and Applications

black and white component contain such low level3.
information that can be easily exploited.
Summary and Future Work 4.

A colour image coding system suitable for simultaneous
image data compression and classification has beeh
developed. The compression performance of the system was
shown to be very good. Importantly, the compressed data éf
the system can be directly used for image classification
without extra processing.

Currently, we are working on combining the two cues,7.

colour and pattern (code-word) for image indexing and
retrieval. We are working on multi-resolution vector 8.
guantization on the luminance channel to capture the spatial

structural

properties of images. A unified image

compression, indexing and retrieval scheme is currently
under investigation and we will report results in the future. 9.
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Figure 1. Colour Image Coding for Classification
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Figure 2. Vector quantizer
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Figure 3. A Coded image at a compression ratio of 16 : 1




