The Seventh Color Imaging Conference: Color Science, Systems, and Applications Copyright 1999, IS& T

Target-less Scanner Color Calibration

Gaurav Sharma
Digital Imaging Technology Center, Xerox Corporation
MS0128-27E, 800 Phillips Rd, Webster, NY 14580
Email: sharma@wrc.xerox.com

Abstract networks, and 3-D look-up tables are therefore commonly

The lack of a scanner calibration target representativé"sed for the purpose of scanner calibration [7].

of the image medium (substrate and colorants) often limits  Typical scanner color calibration is done empirically

the accuracy of scanner color calibration. In this paper, &y scanning a pre-measured calibration target and deter-
color calibration method is presented for photographic in-mining the transformation that maps the scanner RGB val-
put media that does not require a calibration target. Usingies to the measured colorimetric values for the calibration
characteristic spectral measurements from the image(s) target. The calibration is accurate over the medium rep-
be scanned, a model for the spectra on the medium is obsesented by the calibration target (i.e., composed of same
tained through a principal component analysis. The specsubstrate, same colorants, and same color separation method
tral sensitivity of the scanner provides a model for its op-if there are more than three colorants), but its performance
eration. By using a set-theoretic estimation method thabver other media is significantly poorer.

combines the models for the scanner and the medium, the
spectral reflectance of the input corresponding to a giver;lne
set of scanner RGB values can be determined. This pr

y|des aspectral cal!bratlon for the scarnnet, dibhek réatvailable only from a handful of manufacturers of photo-
ily be transformed into a color calibration under any suit-

able viewing illuminant. Results from simulations and ac-Processing products [8]. In addition printed images that

s re to be scanned, need not correspond to the same type
tual calibrations demonstrate the value of the new method:nd batch of substrate and colorants that were used in the

targets.

In practice, lack of calibration targets for each scanned
nedium limits the accuracy of the empirical scanner cali-
ration method. At present, scanner calibration targets are

1. Introduction This paper presents a model-based scanner calibration

The goal of scanner calibration is to provide a transfor-method, which unlike the empirical calibration, does not

mation from the scanner measurements (typically RGBrequire a calibration target. Instead, the method utilizes

values in three channel scanners) to a device independeﬁpdEIS for the medium and the scanner to obtain a cali-

color space (such as CIE XYZ space) or to spectral re: rgtlonttrar:.sfortmatlon.ﬂl: 'rjt’ fromtdlrlectrgefsuremgPts o:j
flectance (from which tristimuli can be readily computed).m rect estimation methods spectral models are obtaine

Most present day color scanners are not colorimetric de!c-Or the scanner and for the medium of interest. The cal-

vices in that they do not satisfy the Luther-Ives [1, 2] Cri,[e_lbration is then performed by determining for each set of
rion. Thus, the CIE XYZ color matching functioné cannot Scanner RGB values, a feasible reflectance spectrum for

be expressed as linear combinations of the spectral seﬁhT g|ve;1_hmed|ﬁtr)n tthat would gl\tlﬁ “Sde :f.) specltfled :?GB
sitivity of these devices and a linear calibration transfor-vaU€s. 1he callbration process thus defines a transtorma-

mation matrix cannot be used to transform from scannepon fram scanner measurements to spectra (on the given

RGB to CIE XYZ tristimuli [3, 4, 5]. Often, however, very medium) that result in those measurements. The spectra
can be readily used to obtain tristimuli under any desired

accurate calibration is possible for a single input medium”." " iluminant. which i dditional advant
(combination of substrate and colorants) because there afeeWing fiuminant, which Is an additional advantage over
chemes that transform scanner measurements into tristim-

only three degrees of freedom in the spectra of the inpu? : . R .

medium which are captured through the use of three scar’rj-II under a particular viewing illuminant.

ner channels [6]. In order to obtain these precise calibra- While useful models are clearly not available for arbi-
tions, it is also necessary that the calibration transform bérary media, the Beer-Bouger law and Kubelka-Munk the-
represented by general non-linear functions (as opposeaty provide useful models for photographic transparencies
to simple matrices) that are capable of representing thand prints, which fortunately constitute a significant frac-
complex relation between the scanner RGB values and thigon of scanned inputs. In this paper, we present a target-
colorimetric values [6]. Higher order polynomials, neural less method for calibration for these media.
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2. Spectral Model for Photographic Media  the color filter and other optical components, the illumi-
' nant spectral irradiance, and the detector sensitivity.
The Beer-Bouger law provides a useful model for the spec-  Once again by representing the spectral quantities in (4)

tral transmittance of photographic transparencies, and thgs N-vectors composed of uniformly-spaced samples, the
Kubelka-Munk model (Wlth Scattering terms for the col- scanner model can be Compacﬂy written as
orants set to zero) provides a useful model for photographic

prints [9, Chap. 7] . In either case, the spectral trans- t =MLy (5)
mittance/reflectance of a print sample can be represented
mathematically by wheret = [t1,t,t3]7 is the vector of scanner RGB re-

sponsesy is the N x 1 vector of reflectance samples]

3 . . . .
is anN x 3 matrix whosei” columnm, is the spectral
r(A) =rp(A) exp (‘ 2; Cidi(A)) (1) sensitivity of thei* channel.
where\ denotes wavelength,, () is the reflectance (or 4. Model-based Scanner Calibration

transmittance) of the substrafe; }>_, and{d;(\)}?_, are

the concentrations and spectral densities of the cyan, Mo RGB values obtained from the scanner provide in-
genta, and yellow dyes, respectively formation regarding the reflectance spectrum of the pixel
For computational purposes, the spectra may be repscanned. Given the vectoof scanner RGB values, it can

resented byV-vectors consisting ofV uniformly-spaced e inferred that the reflectance spectrum of the pixel lies in
samples over the wavelength interval of interest. Usingpe set

this sampled representation, (1) becomes seen(t) = {r | MTr = t} (6)

r =r, ® exp (—Dc) (2)  of all possible reflectances that produce the scanner re-
ponset.

Combining this information with the knowledge of the
scanned image medium, one can deduce that the reflectance
spectrum of the pixel lies in the intersectiggied () S5 (t)

&f the sets predicated by the scanner model and the model
for the medium. For a single photographic medium and
S/pical scanner sensitivities, it is unlikely that “scanner
metamers”, i.e., different reflectance spectra that appear
identical to the scanner will be encountetedherefore,
the intersection represents a singleton (one-element) set
Smed — [y —r, @ exp(—Dc) | c € R3,0 < ¢; <1} qnd the reflgctance spec.trgm can _be _estimgted if an algo-
3) rithm is ava|labile for obtammg a point |n.the mtersecuoq.
In order to illustrate this idea graphically, a synthetic
example was created with 1) two sampléé & 2) for
3. Scanner Model representing spectra, 2) a medium following (3) with a sin-

. ) , le dye, and 3) a single channel scanner. This example is
Typical color scanners produce a three-band image in re‘ghown in Fig. 1. The two axes of the graph represent sam-

green and blue channels. The process of recording thgies of the “reflectance” spectrum at the two wavelengths.
color with the scanner can be modeled at each pixel ifrpg get of feasible spectra on the given medium is shown
terms of the scanner's spectral sensitivity as by the solid curve in Fig. 1. The scanner response corre-

wherer,, is the spectral reflectance of the paper substrates,
D = [di,ds,ds] is the matrix of colorant densities at
maximum concentrations; is the vector of normalized
colorant concentrations corresponding to the reflectanc
r, ® represents the term by term multiplication operator
for N-vectors, and the bold lower case terms represent th
spectralN-vectors for the corresponding quantities in (1).

Using this notation, the set of reflectance spectra pro
ducible on the medium can be expressed as

0o sponding to a given dye concentrati@n3) was computed
t = / mi(A)r(A\)dx  i=1,2,3 (4)  and the set of all spectra that result in this given scanner
- response was computed. This set is shown by the broken

straight line in Fig. 1. Note that while there are several
spectra that can produce the given scanner response, only
one of these lies in the set of feasible spectra on the given
5@edium and this spectrum is the point of intersection of
the solid curve and the broken line in Fig. 1.

wheret; represents the scanner response forithehan-
nel,r()\) is the spectral reflectance of the pixel being scann
andm; () is the overall spectral sensitivity of tié scan-

ner channel that incorporates the spectral transmittance

INote that conventionally the logarithm to the bagds used in defin-
ing density, but for notational simplicity the natural logarithm is used  2In the presence of “scanner metamers”, the notion of what constitutes
throughout this paper. a valid scanner calibration itself becomes debatable.
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Set-theoretic estimation [10] addresses the problem ofectors for this space. This set of vectors serves as “prin-
determining an element in the intersection of a number otipal dye” densities and are a linearly transformed version
constraint sets. The most powerful and useful set-theoretiof the actual dye densities. This idea of utilizing principal
estimation algorithms are variants of the method of succeszomponents analysis in the density domain has been used
sive projections onto convex sets (POCS) [10]. The POC®arlier in [14, 15].
method determines an element lying in the intersectionofa  The “principal dye” densities can be determined from a
number of closed-convex sets by starting with an arbitrarysmall number of spectral measurements on the scanned im-
point and successively projecting onto the sets till converages themselves and therefore do not require a calibration
gence is achieved. target. While the concentrations corresponding to the real

The setS*<"(t) is a closed convex set (under the nor- dye densities in (3) were subject to simple upper and lower
mal Hilbert space structure dR’V) but the setS5**? is  bounds, similar bounds cannot be obtained for “concen-
not a convex set (in the same Hilbert space). Thereforerations” corresponding to the virtual dyes obtained from
the POCS method cannot be directly applied to the modelthe principal components analysis. The information in the
based scanner calibration problem. Note, however, that thieounds is therefore lost in this methodOf= |01, 02, 03]
setSyed is closed and convex in the density domain. Theis the matrix of the (orthogonal) virtual dye densities ob-
problem can therefore be formulated in the generalizedained through the principal components analysis, the con-
product space framework proposed recently in [11]. By in-straint set
troducing a suitable Hilbert space structure over the space
of reflectance spectra that “convexifies” the §gte?, the Smed — fr =r, ®exp(—0c) | ccR*’}  (8)
POCS algorithm can then be used. Only the final algorithm
for the model based scanner-calibration shall be describeggn be used to describe producible spectra on the given
here, details of the derivation can be found in [12], wheremedium (strictly speaking, this set is a super-set of the pro-
application of the product space formulation to other prob-ducible spectra).

lems in color science is also described. The model for the medium can be then used along with
the scanner model to obtain a calibration as follows. Cor-
5. Practical Implementation responding to each scanner measurenmeatspectral re-

flectance estimaté is obtained by computing a feasible

To implement the model-based scanner calibration metho8Pectrum lying in the constraint sefs™*? and S°°"(t).
in practice, the models for the scanner and the mediur\n outline of the complete algorithm used for this estima-
need to be known. The scanner model is defined solely b§on is given in Table 1
its spectral sensitivities, which may be determined either ~ The results of applying this model-based scanner cal-
by direct measurement or through an estimation using inibra.tion method to a Simulated scanner and to an aCtUaI
dependent targets [13]. If data for the substrate and dyes &anner are described in the next two sections. In both
available from the manufacturer, the model of the mediunfases, the Kodak IT8 photographic target [8] is used for
can be obtained from that data. However, in order for thd€sting the model-based calibration scheme. The reflectance
method to be really useful, the medium model needs to b&Pectra for thex64 patches in the Kodak IT8 target were
derived directly from the image(s) to be scanned. measured independently using a spectrophotometer. The
Since pure cyan, magenta, and yellow tone prints aréeflectance of the white patch in the gray-wedge on the
not normally available in images, the densities correspondtarget is used as the reflectance of the paper substate
ing to the dyes cannot be directly measured. Note, howin computing paper-relative spectral densities. The first
ever, that the spectra in the model of (3) can be rewritterihree principal components of té4 densities account for
in terms of density as 97.2% of the signal energy in density space, and are used
as the (orthonormal) densities, oz, o3 of three principal

B dyes constituting the prints. These principal dye densities
In(rp) — In(r) = ; cidi () are shown in Fig. 3.

The left hand side in the above equation represents the den-
sity corresponding to the reflectanceelative to the white

paper reflectance,. From the above equation, it is clear
that these paper-relative spectral densities are linear co

6. Simulation Results

A three channel color scanner is “synthesized” by defin-

binations of the dye densitisl;}3_,. Hence, the paper- ing sensitivities for its channels as the combination of the
i fi=1" )

relative spectral densities lie in a three dimensional spac}é\/ratten [16] WR-26 red, WR-49 green, and WR-52 blue

(e>.<clud|ng noise effects), and pr|n0|pal components analf SNote that the averaging step (5) in the algorithm is a computational
ysis can be used to determine an orthonormal set of bastsmplification of the true POCS algorithm.
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filters with a cool white fluorescent lamp (the scanning il-
luminant). The resulting scanner sensitivities for the three
channels are shown in Fig. 2. In order to test the model-
based calibration scheme, scanner RGB vatuae gen-
erated using the model of (5) and the measured reflectance
1. SetM as the spectral sensitivity of the scanmgras  r for each patch on the Q60 target. A spectral reflectance
the white paper reflectance of the scanned mediumgstimater corresponding to the scanner measurenhésit
O as the matrix of orthonormal principal dye den- then obtained using the algorithm of Table 1

sities for the scanned medium, ahdis the set of To estimate the accuracy of the model-based calibra-
scanner RGB values for which a calibration is de-tion scheme, the computed spectriinis compared with
sired. the actual spectrum Two metrics are used for this com-

o ) parison: 1) the normalized mean squared spectral error de-
2. Initializei = 0; and spectral estimate = (MT)™t,  fined (in dB) as
where7t indicates the pseudo-inverse. Set compo-
nents ofr; that are zero or negative to a small posi- E{|r—#|?}
) ; . MSE, .. = 101 - 1) 9
tive value and values above unity to 1. spec ©810 < E{|| r |2} ©

3. Determine nearest point 8¥<"(t) the set of spectra where -} denotes the average over the spectral ensemble

that produce the given scanner measurement (in this case the Q60 target spectra), and 2)Alfe, color-
. . . difference [17] under CIE D50 daylight illuminant.
x=M")t+ (1-M")'M"))ry) For the simulated model-based scanner calibration, the

mean squared spectral error-$3.84 dB and theAE?,
error has an average value @62 and a maximum value
4. Determine “nearest point” i the set of spectra of 2.59 over the264 patches in the Q60 target. The value
that can be produced on the given medium (usingof the AE?Y, errors is quite smal! and comparable/bgtter
appropriate distance metric) than the accuracy typically obtained for scanner 'calllbra-
tion. The small values of the spectral errors also indicate
y = exp (In(r,) — 007 (In(r,) — In(r))) that the model-based scanner calibration approach is suc-
cessful in providing a spectral calibration.

5. Obtain next estimate of reflectance by averaging the 7. Experimental Results

points in the two sets The model-based spectral scanner calibration was also tested

rii1 = (x+y)/2 on an actual three channel UMAX color scanner with 10
’ bits per channel. Since the scanner sensitivities for the red,
Set components af;, ; that are zero or negative to 9reen, and blue channels were not directly available, these

a small positive value. were first estimated by the principal eigenvector techrfique
_ _ described in [13]. The estimated sensitivities are shown in
6. Update iteration count:= i + 1 Fig 4. The model-based calibration was performed for the
) . . Kodak IT8 in a manner identical to that employed for the
7. Check for convergence: Ifr; is not in imulati dth : qf luati
Smed (§5en(t) return to 3 otherwise proceed simulation and the same metrics computed for evaluation
08 of the calibration accuracy. The mean squared spectral er-

ror was—29.35 dB and the average and maximuk®’”,

8. Sett = r;. This is the estimate of the reflectance €rrors were2.18 and11.63, respectively. For comparison,
on the given medium corresponding to the scannefh€ scanner was also calibrated directly using a neural net-

measuremerit. work based technique with the complete Kodak IT8 as the
training set. The average and maximi#”, errors (over
Table 1 Algorithm for model-based scanner calibration. the Kodak IT8 target) for the direct calibration wer®5

and4.40, respectively.

One may note that the errors in the model-based cal-
ibration of the UMAX scanner are larger than those ob-
tained in the simulations. One probable cause of the larger

4Information on the internal scanner matrixing was not available and
therefore the POCS technique described in [13] could not be employed.
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errors is the estimation error in the scanner sensitivity. An [6] G. Sharma, S. Wang, D. Sidavanahalli, and K. T.
inspection of Fig. 4 shows that the estimated sensitivities Knox. The impact of UCR on scanner calibration.
for the UMAX scanner have a number of negative and pos- In Final Prog. and Proc. IS&T's PICS Confpages
itive lobes which are highly improbable in the actual scan- 121-124, Portland, OR, 17-20 May 1998.

ner. Other potential causes include measurement noise and i
deviations from the scanner model of (5) due to fluores- [/1 H- R. Kang. Color Technology for Electronic Imag-
cence, stray light and other nonlinear effects [18]. ing Devices SPIE, Bellingham, WA, 1997.

While the errors in the model-based calibration arelargqrs] M. Nier and M. E. Courtot, editors.Standards for
than those for the direct calibration, the model-based cali-* * g|ecironic imaging systemsolume CR37. SPIE,
bration is still useful as it provides a complete spectral cal- Bellingham, WA, 1991.
ibration and also a means for calibration when is no target
is available for the scanned medium. With improved esti- [9] F. Grum and C. J. Bartleson, editoSptical Radia-
mates of the scanner spectral sensitivity, one would expect  tion Measurements: Color Measurememblume 2.
improvement in the accuracy of the model-based calibra- ~ Academic Press, New York, 1983.

tion.
[10] P. L. Combettes. The foundations of set theoretic es-

timation. Proc. IEEE 81(2):182—-208, Feb. 1993.

8. Conclusions , o
[11] P.L.Combettes. Generalized convex set theoretic im-

In this paper, we presented a model-based scanner calibra-  ge recovery. IiProc. IEEE Intl. Conf. Image Prog.
tion scheme, which allows spectral calibration of a color ~ Volume lI, pages 453-456, Sept. 1996.

scanner for a given medium without requiring a calibra-

tion target on that medium. Simulation results indicate tha{
good accuracy can be obtained for spectral and color cal-
ibration if the scanner's spectral sensitivity is accuratelyf{13] G. Sharma and H. J. Trussell. Set theoretic estima-
known. Experimental results obtained with an actual scan-  tion in color scanner characterizatiod. Electronic

ner with estimated spectral sensitivity result in moderate  Imaging 5(4):479-489, Oct. 1996.

accuracy. .

The model-based calibration scheme can be readily usBdl J- A. S. Viggiano and C. J. Wang. A novel method for
in several other applications. In particular, the model-based ~ colorimetric calibration of color digitizing scanners.
calibration framework can be used to obtain spectropho- ~ TAGA Proceedingpages 143-160, 1993.
tometric data for photographic media from densitometers 15]
colorimeters, and color cameras which can also be repré—

12] G. Sharma. Set theoretic estimation for problems in
subtractive color. submitted to Color Res. and Appl.

R. S. Berns and M. J. Shyu. Colorimetric character-
ization of a desktop drum scanner using a spectral

sented by the model in (5). model. J. Electronic Imaging 4(4):360-372, Oct.
1995.
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Figure 1 Synthetic two-dimensional example illustrating model- Figure 3 Densities for the three principal dyes.

based scanner calibration.
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Figure 2 Sensitivities for the simulated scanner channels.
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Figure 4 Estimated sensitivities for the UMAX scanner.



