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Abstract it is properly designed. First of all, radiometric systems

In this paper, we investigate a multi-exposure multi-typically yield only spot measurements. A tristimulus-
illuminant colorimetry system using a Kodak DCS460c filter type colorimeter can have high spatial resolution, es-
digital camera. Our system consists of a measurement d&ecially if a mega-pixel digital camera is used as the mea-
vice and calibration matrices. The measurement device igurement device. Secondly, colorimeters are easier to set
formed by a digital camera and a set of filters, and the tern!P and operate. Finally, the measurement device in the
multi-exposure refers to the multiple snapshots taken bytistimulus-filter colorimeter is flexible and can be readily
this camera using different filters. The calibration matri-implemented using popular low cost imaging devices such
ces then take these filtered camera RGB outputs, and retug$ scannetor digital cameras.
the CIE XYZ tristimulus values under several pre-selected  In this paper, we propose the multi-exposure camera
ilumination conditions. Our objective is to find the opti- system shown in Fig. 1 for imaging colorimetry. Since the
mal filters and the corresponding calibration matrices thacalibration matrixM" is an illuminant-dependent module
minimize a cost function accounting for errorsiiia*b*  whose illumination conditior’ need not be the same as
space, system robustness, and filter smoothness. the illuminantZL under which the measurements are made,

We applied this methodology and implemented a two-it is straightforward to extend this system to multiple illu-
exposure camera system using Wratten filters. The expeminants.

imental results are presented in this paper.
Measurement device

1. Introduction 5 uminants RO
[Fitter 1] —[Camergq—ra>G© — _x
Accurate assessment of color is essential in many applica- -~|:: : : o M |— Y
tions. A colorimetry system is designed to serve this pur- [Filter | ——Camerg ->§$f§: -z
pose by providing tristimulus values for a given color stim- <" L S—

ulus. Colorimetry systems often consist of a measurement illuminant £/
device, and a corresponding calibration mapping. Based = :31-pt. reflectance _
on the intrinsic differences in the mechanism of the mea- L %i_xt3f1il%‘;"?&ﬂi%‘;&%%%ﬂﬁ%
surement device, there are three types of colorimetry sys- 5 - 31 E 3 camera sensitivity matrix
tems, the spectroradiometer, the spectrophotometer, and Ny : number of exposures in measurement device
the tristimulus-filter colorimeterBoth the spectroradiome- M 3Ny x 3 calibration matrix under illuminant.’
. A : 31 x 3 CIE XYZ color matching functions
ter and spectrophotometer provide spectral measurements
of the sample over the range of visible wavelengths Figure 1 Multi-exposure single-illuminant colorimetry system

Then the tristimulus values can be obtained by using

the color matChing functions of the CIE standard col- Similar to most colorimetric deviceS, Oursystem con-
orimetric observet.The tristimulus-filter colorimeter on  tzins both the measurement device and the calibration map-
the other hand provides only the tristimulus values of ajing. The measurement device is a multi-exposure camera
sample; and its calibration mapping is nontrivial when thesystem composed of filters and a digital camera. The filters
measurement device is not colorimetric. ~areused to increase the number of measurement channels,
~ However, there are several advantages of the tristimulugrereby improving the precision of the color calibration.
filter type colorimeter over radiometric type systems whenye then design a set of illuminant-dependent calibration
*Research supported by a grant from Purdue Research Foundatiotr‘q1atr|ces to e_St|mate_ the .CIE XYZ tristimulus values u_n'
and the School of Dentistry at Indiana University der several different illuminants. Instead of reconstructing
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the reflectance of a color sampfegur goal is to obtain restricted to a collection of reflectances.

the tristimulus values of a color sample under several pre- Wolski et al also did not report any actual measurement
selected illumination conditions. In essence when the setesults. Their methodology is verified through simulation
of pre-selected illuminants is large enough, this method i®nly. In this paper, we verify our method with experiments.
equivalent to methods that reconstruct the reflectance of We measure the camera sensitivities and use them to de-
sample. However, unlike reflectance reconstruction methsign an appropriate set of filters. To ensure that the de-
ods which weight equally all possible lighting conditions, signed filters are realizable, we search among a candidate
the strategy of this method is to focus on reducing the colset of Kodak Wratten filters that are currently available on
orimetric errors more under those lighting conditions thatthe market to design a 2-exposure 5-illuminant system. We
are frequently encountered and less under those that apgesent experimental results in Sec. 3.

not. As a result, a more efficient calibration system can be

developed. 2. Multi-exposure colorimetry system

Much work has been done on designing the calibration
mapping for given devices. One common technique uses b this section, we describe the design of a multi-exposure
matrix transformation to map device outputs into a desiredolorimetry system using a digital camera. For simplicity,
space. Our previous wdrkipplied a regression method to let us start with the multi-exposure single-illuminant sys-
a set of camera measurements to find the optimal calibraem shown in Fig. 1.
tion matrix which minimized the errors in CIE XYZ space.
Farrell et @ employed the same method to turn scanner 1. Multi-exposure single-illuminant system
into colorimeters. Alternatively, one can employ a model i i .
of the device to design a suitable calibration matrix. Fin-L€t/Vy be the number of filters in the measurement device;
layson and Drefvutilized the spectral sensitivities of the @nd letF” be an augmented matrix
measurement device and an assumption regarding sampfe = [ [f,]D | [fo]D | --- | [fn,]D |
reflectances to find the calibration matrix.

For the measurement device, Chen and Trusgs#dd ~ Which characterizes the camera-filter combination of the

filters to alter the device sensitivities and designed an optiSystem. Letr; be the reflectance ofth color training

31x3N; "’ @)

mal filter set that maximizes Vora’s measure of goodnesssamplek = 1,..., N;, and R be the stack of those re-
Tominaga and Haneishi et alused filters along with a flectances,
monochrome CCD camera to increase the number of de- R=[ri7h - 7l ] 2)

vice channels. Wolski et aldesigned a colorimeter by
a combination of LEDs, filters, and a common detector.  Now, let.S be the stack of device outputs which are the
In Ref. 3, the filters are selected from a set of narrow-filtered camera RGB’s of the abové. training samples
band Wratten filters. In both Refs. 4 and 7, the filterstaken under illuminanL; and letT” be the stack of their
are restricted to a Gaussian shape. The design problentisie CIE XYZ tristimulus values under illuminaii. That
are all formulated in such a way that the optimal filter setis,
maximizes the system performance under a given metric. (1) 1) (1) (Ny) (Ny) (Ny)
: rRY &’ BYY ... Rl Gy B

However, only Ref. 8 takes system robustness into account 1 1 1 N N N
and imposes a smoothness constraint on the filter transmity _ 2 2 2 2 2 2
tances, rather than restricting them to a certain functional : : : : : :
form R G B e mY Y B

We attack this problem simultaneously from the per-
spective of both the filter design in the measurement device

!/ !/ !/
and the mapping in the color calibration. Following Wolski ?} }{1, g}
et al? we formulate the task as a constrained optimization T — 2o 3)
problem. The main differences between our work and that : : :
in Ref. 8 are the role of illuminants and the implementa- Xy, Y& Zy,

tion. In Ref. 8, the device operates in two modes: emissive

or reflective. The samples are either self-luminous or illu-Therefore, the stack§ andT” can be written as

minated by the LEDs of the device. The training set is a S = RLF,andT’ = RL'A, 4)
collection of spectral data. In our work, in order to provide

the flexibility of selecting both the input and outputillumi- respectively.

nation conditions in our colorimetry system, itis crucialto ~ Consider théth color sample for the moment. Its true
factor out illuminants in the derivation. Our training set is tristimulus values undek’ are
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t, =r.L'A; (5) andfilter smoothness is obtained; and the calibration prob-
. _ o _ lem can thus be formulated as the following constrained
and its estimate from the calibration matfif’ is optimization problem:
t = r LFEM' (6) Minimize
h(F) =€} + e, (14)

Hence, the estimation error in CIE XYZ space is

At), =t} —t, = r(L'A— LFM’). 7) Subject to

. . o . . 0<allelementsoff, <1 i=1,2,...,N¢.
Applying the same local linearization technique as in Ref. - i< ET S A

8, the estimation errofu, i”/C“_E L*a"b" space can be Note that due to the local linearization in Eq. (8), Eq. (11)
approximated by weightind¢;, with a local Jacobian ma- 55 a closed-form solution fdef’ givenF'. It can be com-

trix J;c. That s, puted by
t ~ t o t t ¢ "
Auj, ~ J At = J,(A'L' — M (LF))r,. (8) veqM") = [(LF®I;)'B.,B, (LF ®Is)| "
For convenience, we refer thE}, = ||Auj, ||, as the (LF ® Ig)tBZqB’eqveo(AtL’). (15)

perceptual error, recognizing that the CIEa*b* space o o
ceive color. the search for the solution at the expense of small percep-
Now let us sum the errors for all the color samples intual errors.

the training set. The square of the total root-mean-squared Finally, the constrained optimization problem in Eq.
error can be approximated by (14) is solved numerically and iteratively using the routine

A ) e P o constr.mfrom MATLAB. Note thatK;, K, and an initial
(AE;)" ~ || B ved AL — M" (LF)")[l3.  (9) filter set have to be pre-specified.

where, N 2.2. Multi-exposure multi-illuminant system

B’eth’eq = Ni ZBgBk, with B, = (v, ® J7,) The extension of the system in Sec. 2.1 to the multi-

" k=1 illuminant case is straightforwardly done by using the fol-

lowing substitutions in the derivation. First replace the out-
putilluminantL’, calibration matrixd’, and cost terna’,
by illuminantsL;, calibration matriced/ ;, and cost terms
agl) fori =1,2,...,m, respectively. Then the overall cost
functionh(F) is set to

summarizes the contribution of the training set.

To investigate the robustness of the device, replaBing
in Eq. (9) byF + AF, then using linearity of vge) and
two 2-norm inequalitiedjt can be shown thatAE! )? is

upper bounded bge},
(AEL)? < 2. (10) WF) = max{e”} +e., (16)
where, which is equivalent to taking the worst case scenario among
. B veqA'L) illuminants as the overall cost. The optimization can be
& = H { a 0 ] - solved iteratively in a fashion similar to that used in Sec. 2.1.

2

. (11) 3. Simulations and experimental results

{ B, (LF ® Is)
2

\/EIQn :| VedM/t)

To implement this colorimetry system, we measured the
K, = ||B. (LAF®I5)|3. (12) sensitivity of our DCS460c camera using a tunable mono-
1 chromatic light source and a spectroradiomé&tand uti-
For filter smoothness, we define a penalty functign lized a reference data set R1 to design an appropriate filter
such that set for the measurement device. This reference data set
consists of DuPont paint chips, Munsell color chips, and
€ = Ky Z 1D, (13) natural objects, and is collected from the literatlrés
! shown in Fig. 2, by performing principal component anal-

Ref. 8. Conseq'uently’ a cost funCt'b’(\F) 'nVOIVmg per- T http:/Mmww4.ncsu.edu/eos/users/h/hjt/colordata/epgctra/
ceptual errors in CIEL*a*b* space, system robustness, http://198.53.144.31poynton/notes/color/Haanpalo.html

17



The Seventh Color Imaging Conference: Color Science, Systems, and Applications Copyright 1999, IS& T

among a candidate set of filters that are currently available
on the market. One of the two search strategies, exhaustive
search and iterated condition modes (ICM}s employed
depending on the computational complexity of the prob-
lem.

1 2 5 6

Figure 2 Principal Component Analysis of the reference data set
R1.

found that 4-6 basis terms are adequate to achieve a mean
AFE of less than 2A E,,;, units in approximating the spec-
tral power distributions of those samples. Therefore, we
chose to realize a two-exposure colorimetry system which
corresponds to a six channel device. This system takes
pictures of a color sample illuminated by the camera flash
and returns the CIE XYZ tristimulus values of that sam-
ple under five pre-specified illuminants: flashlight, equal-
energy illuminant E, illuminant A, fluorescent light F, and
illuminant D,;. The pictures are taken under flashlight be-
cause this is the most common light source in photogra-
phy. The pre-specified illuminants are chosen from a set of
commonly encountered light sources to illustrate the per-
formance of the system.

Prior to the system design, a suitable weighting pair
(K4, K,) has to be specified. In order to do so, we investi-
gated a simplified two-exposure system where the sample
is illuminated by a flashlight and the calibration system
returns the CIE XYZ tristimulus values under flashlight
only. We designed nine filter-calibration matrix pairs for et
various (K, K ) values, investigated the system perfor- (c))
mance versus weighting parameter values, and found that
(K:, K,) = (107%,1) is appropriate for this application. Figure 3 Optimal filter pairs (a)(f,, f5). (0) (F\”, £{*)), and
The filter transmittancesf,, f,) of this optimal filter pair ~ (c) (#{*”, £{*’) when(K;, K) = (10~*,1). Here, (a) was de-
are shown in Fig.3a; and the simulation results are listedigned for a 2-exposure Flash-Flash colorimetry system; (b) was
in Table 1a. We also tested the robustness of the overesigned for a 2-exposure Flagiash, E, A, F, s} colorime-
all system by adding uniformly distributed random noisetry system using the optimal procedure described in the text; and
~ U[-0.005,0.005] to the simulated camera outputs. The (c) was designed for a FlasfFlash, E, A, F, Qs} colorimetry
strength of this noise corresponds t&-@.5% device mea- system using the optimal procedure with the restriction that the
surement error. The simulation results for the noisy systentilters are combination from the Wratten set. The filters in (c)

®
600 650 700

are also listed in Table 1a. were realized by (WR11+WR85N6,WR38A+WRS0B).
For the design of the 2-exposure 5-illuminant system, . _ ' _
we followed the procedure described in Sec. 2.2(Kgt K, ) We applied this methodology to a 2-exposure 5-illuminant

= (104, 1), and found a pair of optimal filtel(gcgo) fé")) system using the reference data set R1 as training samples,
whose transmittances are shown in Fig. 3b. The simulatio"d Searched among nearly 4000 filter candidates formed
results for this system are listed in Table 1b. by either a single Wratten filtéior a pair of Wratten filters

In practice, it is not clear if the designed filters are real_concatenated as one. The two filters that resulted from this

izable even with the smoothness penaltyn our problem restricted search can be realized by four Wratten filters.

formulation. To overcome this, we use a suboptimal ap_One is formed by concatenating WR11 and WR85NG; and

proach referred to as restricted search. Instead of soIvingtge otheris formed by concatenating WR38A and WRB0B.

constrained optimization, we search for the best filter pair  * http://www4.ncsu.edu/eos/users/h/hjt/colordata/
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The filter transmittance(sfgw), fé“’)) of this suboptimal were computed prior to the experiment using the data set
solution are shown in Fig. 3c; and the simulation results folR1. None of the test samples in T1 were involved in this
this system are shown in Table 1c. From Table 1b and 1g;omputation.

it is observed that with a large set of filter candidates, the  Eventhough the calibration matrices can be pre-computed,
performance of the system is degraded only slightly whera scaling procedure is necessary since the calibration ma-
applying restricted search rather than optimal design. Withrices calculated from Eg. (15) are not invariant to the cam-
respect to implementation, this is an encouraging observara exposure time and the distance from the sample to the
tion. camera. We used the following procedure. First, we took
Flash| E A E D.. | max. pictures of a sample with known reflectaneg using the
— digital camera with theth filter f, to acquire the data
AFE; | 021|051 0.27| 0.45| 0.41| 0.51

Rf,f), Gf,f), anqu(j), i=1,2,...,Ns. Then we computed
AFp | 264 | 344| 2.06| 3.07| 3.30| 3.44 the scaling factomg),pg), andpg) for the ith exposure

AFE; | 278 | 3.61| 2.16| 3.17| 3.50| 3.61 by taking the ratio between the simulated camera outputs
(a) ryLdiag f;)D;, j = R, G, B and the measured camera
Flash| E A F Des | max. outputqu(j), Gq(j), andij) of that sample. That is,
AFE, | 011 | 0.38| 0.24| 0.35| 0.28| 0.38 PS:? (ro - L - diag f,) 'DR)/Rq(lf:)
AE, | 2.56 | 2.98| 2.29| 2.61| 2.92| 2.98 o0 | = | (ru-L-diagf;) - Da)/GY) |. @D
AE; | 2.67 | 3.09| 2.39| 2.72| 3.05| 3.09 oY (re - L -diagf,) - Dp)/BY
(b)
Flashl E A E D.. | max. Here,Dgr, D, andDp are3l x 1 camera sensitivities in

X the red, green, and blue channels. Note thats 1 x 31.
F, | 041]0.70] 039/ 0.73] 0.61| 0.70 The pre-computed calibration matrices are then adjusted
AF, | 257 | 318 3.11| 3.37| 2.70| 3.37 by pre-multiplication with the scaling matrix

AE; | 2.67 | 3.31| 3.27| 3.49| 2.79| 3.49 . , , ,
! © Ms=dlag(pg),pg),pg),---,pgeN’),p(GN’),png’))-(18)

Table 1: Simulated performance of a 2-exposure colorimetry sys- For completeness, we applied the regression method
tem using filters (aj £, »). (0) (£, £5), and (©)(£{*, £5*’) (see Ref. 5) with our multi-exposure camera system as
from Fig. 3. The calibration matricedZ; i = 1,...,5 were  Well. Half of the samples in T1 were randomly selected as
computed from Eq. (15). Inthis table, all 1559 object reflectanceghe training set for computing calibration matrices
in R1 were employed to calculate the calibration matricAgz; tan— .
is the mean perceptual error between the true tristimulus values M; =(5S) ‘ST, i=12...,5. (19)
and the estimate from the correspondiig; for a given illumi-
nant L;. AE- is the average mean perceptual error over 100
trials. The mean perceptual error in each trial is the error be-
tween the true tristimulus value and the estimate fibf in
the presence of random noise U[—0.005, 0.005]. AFE; is the 4. Discussion
maximum mean perceptual error from these 100 trials. Hence,
AE; indicates the performance of the system without measureT he filters for system 1a were designed for flash-flash only;
ment noiseA E- indicates the robustness of the system,Adgk ~ whereas the filters for system 1b were designed to mini-
indicates the worst case scenario. mize the maximum error under 5 illuminants. Therefore
we expect, as observed from Tables la and 1b, that the
We implemented the multi-exposure camera system usworst case errors for 1b will be less than those for 1a. On
ing Wratten filters( g“’) é“})) and evaluated its perfor- the other hand, we would also expect that under flash illu-
mance by conducting experiments on 278 Munsell colofmination, the errors for system 1a should be less than those
chips illuminated by daylight in a Macbeth SpectraLight for system 1b. However, by comparing Egs. (14) and (16),
Il viewing booth. We shall refer to this set as the testingwe see that the cost terq is relatively more important in
set T1. In our experiment, the pictures were taken undethe single-illuminant case than in the muIti-iIIuminant case
daylight rather than camera flash because we did not haw@nce we took the maximum value of the cost teerﬁ’l%in
the capability to synchronize the shutter of our spectrorathe latter case. As a result, system 1a has a smoother filter
diometer and the camera flash. The experimental resultsair, but does not perform better than system 1b under the
are listed in Table 2. Note that the calibration matricesflashlight.

They are then applied to the entire set T1. The experimen-
tal results are shown in Table 3.
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By comparing Tables 1b and 2, it is obvious that thedata from human teeth before the calibration matrices can
experimental results are degraded with respect to the simue updated.
lation results. This is because 1) there exist various sources
of error including the measurement of camera sensitivities
and filter transmittances, the camera outputs themselves,
and the tristimulus measurement using the spectroradiomén this paper, we proposed a methodology for utilizing dig-
ter, and 2) the filter sets are designed for pictures takeital cameras for imaging colorimetry. This technique re-
under the camera flash rather than under the daylight.  quires little effortin color calibration once the system char-
Flash| E A = acteristics are identified. Our method possesses several

advantages. First of all, it takes several important issues
4.46 | 498| 4.70 | 5.86 such as system robustness, filter smoothness, and percep-
tual errors in color assessment into account. Secondly, the

5. Conclusion

Daylight
4.60

max.
5.86

AE

Table 2: Experimental results for a 2-exposure 5-illuminant col-
orimetry system using Wratten filters, WR11+WR85N6 and WR38
+WR80B. The test samples in T1 were illuminated under day-
light in a Macbeth viewing booth. In this colorimetry system
the calibration matricesM; ¢+ = 1,...,5, were computed off

line from Eq. (15) using data of (i) the measured spectral power

libration matrices can be pre-computed with a suitable
collection of reflectances R1. Finally, this method allows

great flexibility in application-dependent design when the
"illumination conditions and the reference data collection
R1 are properly chosen. We verified our technique by im-

distribution of the daylight, (ii) the measured transmittance of plementing a colorimetry system for general purpose color

(£, £$7Y in Fig. 3¢, (iii) the collected reflectances in R1, and
(iv) the measured scaling factors for each channel. Note that th
pictures of the test samples were taken under daylight. These
RGB'’s were then employed to estimate the tristimulus values us-

ing M ;.
1.

Flash| E A F
1.78 | 1.85| 1.85| 1.97

Daylight
1.83

max.
1.97

AE

2.
Table 3: Experimental results for a 2-exposure 5-illuminant col-
orimetry system using Wratten filters, WR11+WR85N6 and WR38A
+WRB80B. The test samples in T1 were illuminated under daylight

in a Macbeth viewing booth. In this colorimetry system, the cali-
bration matricesM; : = 1, ..., 5, were computed by the regres-
sion method described in Ref. 5, using half of the samples in T1
and Eq. (19). These matrices were then applied to the entire T1
set. 5.

Comparing Tables 2 and 3, we see that the regression-

based method performs better than our model-based methgd.

This is because the model-based approachis affected by er-
rors in measuring camera sensitivities and filter transmit-
tances, while the regression-based method is not. How-
ever, the model-based approach provides a basis for dé-
signing the filters in the measurement device, whereas the
regression-based approach can only operate when the mea-
surement device is given. Furthermore, the model-base(?
approach is more flexible. Unlike the regression-based’
method, its calibration matrices can be easily updated with-
out any calibration effort. For example, if we want to apply
the same multi-exposure camera system to assess the cofbr
of human teeth, the calibration matrices can be updated
by choosing a reference data set R1 that contains only the
reflectances of human teeth and re-computing Eq. (15).
When we apply the regression method for the same sced
nario, it is necessary to acquire a training set of camera

20

assessment and conducting experiments on 278 Munsell
ecolor chips.
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