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Abstract

The recently developed CIE color appearance model,
CIECAM97s, provides an extension of the previously
recommended CIE color spaces. This paper examines the
new color appearance model by comparing it to CIELAB,
one of the more widely used color spaces for digital color
imaging. First, the perceptual attributes common to both
spaces are compared and contrasted. Second, examining
device gamuts in CIELAB and CIECAM97s further
highlights differences in the spaces. Lastly, the trends in the
color differences for the two color spaces are assessed. The
focus of this paper is to highlight differences using simple
numeric calculations.

Introduction

The CIELAB color space was introduced in 1976 to
provide a more perceptually uniform color space in which to
compute color differences.1 The CIECAM97s color
appearance model was proposed in 1997 to model a subset
of color appearance phenomena.2 To better understand both
color spaces, it is useful to look at the input and output
parameters, as well as a general flowchart for CIECAM97s.

Both color spaces use sample and white point
tristimulus values as input parameters but CIECAM97s has
several additional input parameters. The added input
parameters for CIECAM97s are surround, luminance of the
adapting field and the luminance of the background. The
two color spaces have perceptual correlates for lightness,
chroma and hue but once again CIECAM97s has several
additional output parameters. The perceptual attributes of
brightness, colorfulness, saturation and hue quadrature can
be computed using CIECAM97s. The similarities and
differences between the two spaces are shown in Figure 1.

The CIELAB perceptual attributes are computed using
a Von Kries type transformation followed by a non-linear
scaling. The Von Kries transformation is applied directly to
the tristimulus values of the sample and the perceptual
attributes are lightness, chroma and hue. These attributes are
computed by converting the rectangular form of CIELAB to
cylindrical coordinates.

The CIECAM97s computations are more complex, as
can be seen in the flowchart shown in Figure 2. Two cone
fundamental spaces are used in the model. The modified
Von Kries is performed in the Bradford cone space3 while
the perceptual attributes are computed using the Hunt-
Pointer-Estevez cone space. Furthermore, note the parallel
branch processing the white point, using the perceptual
attributes of the white for computing the sample attributes.
The luminance of the test adapting field is used in multiple
places in the calculations. The other input parameters, such
as luminance of the background and the surround, are used
only while calculating the output attributes given the post
adaptation compressed cone responses.4
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Figure 1.  Selected similarities and differences between CIELAB
and CIECAM97s

One subtle, yet significant, difference between the two
spaces is the order of computing the perceptual attributes.
Chroma and hue are computed from the CIELAB a* and b*
opponent axes using the geometric transform to convert
from Cartesian to polar coordinates.  In contrast, a
preliminary rectangular coordinate system is used to
compute CIECAM97s chroma and hue. Then the chroma
and hue are converted back to rectangular coordinates using
a polar to Cartesian geometric transformation.
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Figure 2. A simplified CIECAM97s flowchart

The CIECAM97s color appearance model offers a
potential mechanism for a viewing condition independent
color representation by modeling several color appearance
phenomena. Therefore CIECAM97s could be used to
replace CIELAB as a color interchange space.

Correlating Perceptual Attributes

The CIELAB and CIECAM97s perceptual attributes of
lightness, chroma and hue are graphically compared in
Figures 3 to 5 for a subset of viewing conditions.  The
average surround viewing conditions were based on the
∆E94 recommendations5 of 1000 lux under D65 with Yb set
to 20. The D65 white point and Yb of 20 was used for all of
the other viewing conditions. The dim and dark La value
was set to 80 and the cut sheet La was set to 500.

The curves shown in Figure 3 were derived by starting
with a neutral L* ramp going from 0 to 100 and computing
the corresponding tristimulus values using a D65 white
point. These tristimulus values were then converted to the
corresponding CIECAM97s coordinates using the viewing
conditions described previously. The original CIELAB
lightness or L* is shown on the x-axis and the resulting
CIECAM97s lightness or J is shown on the y-axis. The
variable black point has been plotted for other surround

corrections6 but it is interesting to note the range and order
for the black points in CIECAM97s and other models. In
contrast, Bartelson’s L** is nearly zero for all surrounds
when the sample is zero lumiance.7
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Figure 3. Comparison of L* and J based on a neutral ramp
generated in CIELAB using a D65 white point.
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 Figure 4. Comparison of C* and C based on chroma ramps every
90 degrees generated in CIELAB using a D65 white point.

CIELAB chroma or C* and CIECAM97s chroma or C
are compared in Figure 4. This data was derived by creating
C* ramps from 0 to 70 every 90 degrees at an L* of 50. The
resulting LCh data was then converted to tristimulus values
using a D65 white point and then converted to CIECAM97s
JCh space using the average viewing condition described
earlier. The x-axis is CIELAB chroma and the y-axis is
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CIECAM97s chroma. All of the curves show a significant
degree of expansion, with yellow being expanded the least.
At higher chroma levels, the CIECAM97s chroma begins to
become compressed for some hue angles.

The hue angles of the two spaces are compared in
Figure 5. This plot was generated by creating chroma ramps
from 0 to 100 every 45 degrees at a constant L* of 50.
These LCh ramps were converted to CIECAM97s JCh
coordinates using D65 and the previously defined average
viewing condition. The JCh data was then converted to
Cartesian coordinates using standard trigonometric
transforms. The x-axis is a red-green abscissa and the y-axis
is a yellow-blue ordinate. There is a drastic difference in the
blue hue angles at higher chromas. There are also smaller
differences at other hue angles and minimal differences for
reds and greens.
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Figure 5. CIELAB chroma ramps, shown as bold lines, every 45
degrees at an L* of 50 converted to CIECAM97s, shown as thin

lines, using D65 and average surround.

The results shown in Figures 3 to 5 demonstrate
significant differences between CIELAB and CIECAM97s.
Limited testing of other viewing conditions, L* levels and
sampling schemes show similar results. The noteworthy
differences include a variable black point, overall chroma
expansion and a significant redefinition of the blue hue
angles.

Gamut Processing

The underlying structure of both spaces can also be
compared by rendering the same gamut in both CIELAB
and CIECAM97s. This was done for the sRGB8 gamut and
the results are shown in Figures 6 and 7. The sRGB
specification was used to compute tristimulus values that
were then converted to CIELAB and CIECAM97s

coordinates. The CIECAM97s viewing conditions were set
to dim surround with La of 80 and a D65 white point. The
JCh values were converted to rectangular coordinates using
the following equations:

ac97 = C * cos(h) (1)

bc97 = C * sin(h) (2)

The subscript, C97, in equations 1 and 2 indicate that the
rectangular coordinates are not a and b, the preliminary
coordinates and are based on chroma as opposed to
saturation, which would be noted aS97 and bS97.

Figure 6. The sRGB gamut looking down L* on the white pole in
the  CIELAB color space.

Figure 7. The  sRGB gamut looking down J on the  white pole in
the CIECAM97s color space with a dim surround.

The gamuts shown in Figures 6 and 7 further
demonstrates the significant shift in the blues in the
CIECAM97s color space. The blue hue linearity has been
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shown to be a problem for CIELAB.9 The results shown in
Figures 5 and 7, indicate possible improvements in
CIECAM97s blue hue linearity. Initial visual evaluations
have also shown blue to lighter gray gradients to be
especially sensitive to the differences in blue hues. These
diagonal projections, similar to some out-of-gamut mapping
algorithms, may be a more difficult test than projections at a
constant lightness10 or to the gamut white or black.

The sRGB gamuts also show that the CIECAM97s
space is more curved and irregular. To illustrate, using the
eight corners of the cube to compute the gamut volume
results in a –10% error for CIELAB and –30% error for
CIECAM97s. This impacts issues such as comparing,
encoding and processing device gamuts.

A final issue relating to gamut volume is the relative
size of the gamut volumes as a function of surround.
Although not extensively researched, the perceptual gamut
volumes11 might be expected to rank average, dim and dark
surround in order of decreasing size. However, using the
sRGB gamut the ranking from largest to smallest is dim,
average and then dark. The average surround perceptual
gamut is approximately 90% of the dim surround gamut and
the dark surround perceptual gamut is about 65% of the dim
surround gamut.

Color Differences

To compare color differences, a numeric simulation
was done using sRGB. First, color differences within one
viewing condition were computed by comparing sRGB
using a gamma of 1.8 versus 2.4. Second, the color
differences across two viewing conditions were computed
with sRGB with a D65 white point and with a D90 white
point. The CIECAM97s color differences were computed
using a simple three-dimensional Euclidean distance:

∆E97 = (∆J2 + ∆aC97
2 + ∆bC97

2)1/2 (3)

where aC97 and bC97 are the rectangular coordinates
calculated using equations 1 and 2.

Table 1. Color differences using a gamma of 1.8 versus 2.4 for
sRGB computations.

Metric Average Maximum
∆E*ab 9.9 20.5
∆E94 6.1 12.2
∆E97 9.9 19.0

The results shown in Table 1 list the average and
maximum of 125 CIELAB, ∆E94 and CIECAM97s color
differences. The magnitude of the CIECAM97s color
differences agrees more closely with CIELAB than with
∆E94. A linear least squares fit of the CIECAM97s color
differences has an R2 of 0.61 using CIELAB and 0.37 using
∆E94. This indicates that there is a rough agreement of
CIELAB and CIECAM97s within one viewing condition,

although for large color differences12 it would be better to
have a higher correlation with ∆E94.

Table 2. Color differences using a white point of D90 versus D65
for sRGB computations.

Metric Average Maximum
∆E*ab 3.9 9.2
∆E94 1.8 4.4
∆E97 11.7 20.6

The average and maximum color differences are again
listed for D90 versus D65 sRGB in Table 2. This
corresponds to a comparison of two viewing conditions. In
this case, the CIECAM97s color differences are an order of
magnitude large than the ∆E94 differences and roughly a
factor of 2 larger than CIELAB. This demonstrates that
CIECAM97s is more sensitive to changes in viewing
conditions than either ∆E94 or CIELAB. In fact, it is
interesting to note that CIECAM97s is the only color
difference metric to find the color differences resulting from
a change in white point comparable to the color differences
resulting from a change in gamma.

Conclusions

CIECAM97s is clearly an extension of the basic
chromatic adaptation model and perceptual attributes of
CIELAB. However, CIELAB and CIECAM97s differ with
respect to black encoding, chroma and blue hue angles. The
hue differences in blue are a potential improvement over
CIELAB. The CIECAM97s color space is also a more
complex space for gamut rendering and processing. In
addition, the maximum CIECAM97s perceptual gamut
volume can occur using the dim surround, although it is not
clear how to interpret this finding. Finally, the CIECAM97s
color differences are similar in magnitude and roughly
correlated to ∆E*ab for color differences within one viewing
condition. In comparison, the CIECAM97s color differences
are more than twice as large as the CIELAB color
differences across viewing conditions, for example a change
in white point.
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