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Abstract

 

A method is described for realizing the mapping from the
three-dimensional color space of color stimuli to the four-
dimensional CMYK space of printer ink signals. Color re-
production on a printer is considered as the problem of con-
trolling an unknown static system with four inputs and
three outputs. The algorithms for the mapping are based on
a two-phase procedure using neural networks, which elim-
inate the need of UCR and GCR. The first phase determines
the printer model with a neural network, and the second
phase determines the controller to realize the inverse map-
ping for the printer model. The performance of the pro-
posed method was examined on experiments using a dye
sublimation printer and an ink jet printer. 

 

Introduction

 

Color reproduction on a printer requires color conversion
between the color signals, depending on the printer, and the
standard color coordinates, representing color appear-
ance.
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   This color conversion means the problem of esti-
mating the amounts of primary inks necessary to produce a
desired color stimulus on a printer. There are several meth-
ods for solving this problem. These are (1) an analytical
method using the Neugebauer equations, (2) matrix trans-
formation, (3) use of a look-up table and three-dimensional
interpolation,
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 and (4) a neural network method.
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   In (2)-
(4), a color printer is regarded as a black box.

A neural network is convenient for modeling a nonlin-
ear transformation between two color spaces, for which a
mathematical description is difficult. However most neural
network methods were developed to control only three col-
or signals CMY of printer primaries.  We need the four inks
of CMYK for high quality color reproduction.   In this case,
the conversion from the color stimulus values to the printer
color signals CMYK is not unique because it has to deter-
mine the mapping from a three-dimensional color space to
a higher four-dimensional space. 

In the previous talk,
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 the author proposed a solution
method for the mapping from the three-dimensional color
space of color stimuli to the CMYK color space of printer
signals. The CIE-L*a*b* color system is used as the color
space.   In this method we regard a color printer as an un-
known static system with four inputs and three outputs. We
determine the CMYK values as the input control signals so
that the printer system outputs the desired L*a*b* values.
This control signal is determined by a neural network
method based on a two-phase procedure.

Because our method provides a direct mapping from
the L*a*b* color space to the printer CMYK space, we can
eliminate the need to do undercolor removal (UCR) and
gray component replacement (GCR).   The basic principle
for solving the control problem for the direct mapping was
presented in the previous talk. This paper presents practical
algorithms for realizing the mapping by using neural net-
works. We evaluates the performance on experiments us-
ing a dye sublimation printer and an ink jet printer.

 

Mapping Method

 

Principle

 

Color reproduction must determine the digital values
of the ink signals CMYK to generate any desired L*a*b*
color specification within the gamut of a printer, that is, to
realize the mapping from the CIE-L*a*b* color space to
the printer CMYK color space. We consider the color re-
production problem as the problem of controlling a system
with unknown characteristics.   Figure 1 shows a total net-
work structure combining both networks for modeling a
color printer and for controlling the printer.   

The color printer is an unknown static system with
four inputs and three outputs.   A controller tries to realize
the inverse mapping of the system.   Therefore, the control-
ler must determine the printer ink signals so as to minimize
the color stimulus error in the L*a*b* color specification
system.   Even if we try to make the direct mapping from
the L*a*b* color space to the printer CMYK color space by
using a neural network, the iterative learning algorithms for
determining the network parameters do not converge be-
cause the mapping is defined from the three-dimensional
space to a higher dimensional space. We propose a method
for finding this mapping solution based on a two-phase
procedure.

 

Determination of the Printer Model

 

In the first phase, to identify the unknown system of a
printer, the system is modeled using a neural network. To
do this, we first measure many color patches which are out-
put from the printer in grid points sampled uniformly in the
whole CMYK space. The data set of these measured
L*a*b* values from printed colors and the corresponding
CMYK values from the printer inputs is used as the training
data of the network.   

The upper part of the total network in Figure 1 models
the printer. The mapping from the four ink signals CMYK
to the L*a*b* space is described using a four-layered net-
work. Each of two hidden layers has 10 units.   In Figure 1
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the symbols of filled circles and filled squares indicate, re-
spectively, the units and biases to be determined in the first
phase.   The 4-10-10-3 type network for modeling the print-
er has 170 weights and 23 biases.   

All the input/output signals of the printer model are
normalized. First, the CMYK values, which lie in the re-
gion of 0 to 255, are scaled to the range [0, 1]. Concerning
the output signals, we assume that the ranges for three
quantities L*, a*, and b* are [0, 100], [-100, 100], and [-
100, 100], respectively. The color gamut of the present
printer is contained within the rectangular prism by these
ranges.   All of these ranges are then normalized into the
range [0, 1].

Let 

 

o

 

i 

 

be the output of the unit 

 

i 

 

in the prior layer, 

 

w

 

ji

 

be the weighting coefficient of connection from unit 

 

i

 

 to the
target unit 

 

j

 

, and 

 

b

 

i

 

 

 

be the bias term of the unit. The input to
unit 

 

j

 

 is then described as the sum of the weighted outputs
from the prior layer.
  

The nonlinear output of unit 

 

j

 

 is        

where 

 

f

 

 is the sigmoidal activation function
 

This function takes any real number in the interval [0, 1], 
and the positive constant a represents the slope of 

 

f

 

 at net = 
0.   The operations of (1)-(2) are executed at all units except 
the input layer of the printer model.

The parameters of weights and biases are determined
by a learning procedure of error backpropagation.
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   Now
let us define the 

 

p

 

th vector of the normalized L*a*b* val-
ues in the training data set as,

and define the corresponding the output vector from the
network as 

All the weights and biases in the network are then adjusted
to minimize the squared error between the target 

 

t

 

p

 

 and the
actual output 

 

o

 

p

 

, E

 

p

 

 = ||

 

t

 

p

 

 - 

 

o

 

p

 

||
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. The change 

 

∆

 

w

 

ji 

 

in the
weight 

 

w

 

ji 

 

is computed by the following recursive algo-
rithm including a momentum term:

 

    ,

 

where 

 

n

 

 indicates the 

 

n

 

th steps of learning. The notation

 

∆

 

w

 

ji 

 

(n)

 

 represents the amount of correction in the weight
from unit 

 

i

 

 to unit 

 

j 

 

in the next layer at the 

 

n

 

th step.   More-
over 

 

δ

 

pj

 

 

 

is an error term in unit 

 

j

 

, which is calculated recur-
sively from the output layer by using the equations of error
backpropagation (see Ref. 8). The notations 

 

η

 

 

 

and 

 

β

 

 

 

are
positive constants called the learning constant and momen-
tum constant, respectively. The change 

 

∆

 

bj

 

 

 

in the bias 

 

b

 

j

 

 

 

is
computed in the same manner as are the other weights. 

 

Figure 1. Total network structure for modeling a color printer
and for controlling the printer. 

 

Determination of the Controller

 

In the second phase, the control system of mapping a
color specification vector of L*a*b* into an ink vector of
CMYK is determined by a neural network technique. We
adopt an indirect manner to perform this. Let us consider
the total network system combining the controller and the
printer as shown in Figure 1. From a global point of view,
this total system represents a mapping from a target
L*a*b* value to the output L*a*b* value of the printer.
This mapping is an identity mapping to produce the same
color as the input. 

Because the network model for the printer was already
obtained in the first phase, in the present phase we deter-
mine the identity mapping for the total network system.
The structure and all parameters in the printer model are
fixed, while network parameters in the controller are
learned iteratively for the error minimization.   When the
total network system performs the one-to-one mapping, the
network of the controller part must realize an inverse map-
ping of the printer model.

The controller is constructed with the four layered net-
work of a 3-10-10-4 type as shown in the lower part of the
Figure 1.    The total network is an eight-layered network,

netj = wjioi∑
i

 + bj (1)

(2) oj = f(netj)

f(net) = 1/ 1 + exp(-4α net) (3)

tp ≡ tp1, tp2, tp 3

op ≡ op1, op2, op3

∆wji(n+1) =  ηδpjopi + β∆wji(n) (4),

L
*

a *
b
*
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Printer model

Controller
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consisting of the input/output layers and six hidden layers.
Note that the 3rd and 4th hidden layers are double, where
the same signals are copied simply from the lower layer to
the upper. Therefore, only five hidden layers is effective in
defining the whole mapping. Both the input/output signals
of the total network are the normalized L*a*b* values in
the range [0, 1]. The network learning is performed accord-
ing to the following procedure.

(1) Because of the one-to-one mapping, the same
L*a*b* values are presented to the input/output layers. No
CMYK values are used as the training data. 

(2) The total system is learned based on the rule of er-
ror-backpropagation. Here the weights and biases in the
printer model part are fixed as the previously estimated val-
ues, which are never changed as 

 

w

 

ij

 

(n)=w

 

ij

 

(0)

 

 and

 

b

 

j

 

(n)=b

 

j

 

(0).

 

   Then the parameters to be newly determined
in the total system are limited to 194 parameters of 170
weights and 24 biases in all. In Figure 1, the units and bias-
es shown with the symbols of open circles and squares are
determined by learning the total network, starting from any
random numbers. 

(3) The error is propagated backward through the total
network from the output layer to the input layer. The upper
half does not change its network parameters, but only the
error passes through the hidden layers. On the other hand,
the lower half corrects its parameters by the recursive com-
putations.

(4) When the total network system completes the map-
ping from the L*a*b* space to the L*a*b* space, the lower
half of the total system must realize the inverse mapping of
the printer model, that is the mapping from the L*a*b*
space to the CMYK space.   

Thus the desired controller of the printer is obtained by
taking out the lower half of the total network.

 

Experiments

 

Non-impact printers of the thermal transfer-dye sublima-
tion type and the ink jet type are used to examine the per-
formance of the proposed method. 

 

Printer Model

 

To make the printer model, we measured 6561 (=9

 

4

 

)
color patches printed by four inks CMYK under D

 

65

 

. The
color specifications of white papers used in both printers are
used as the white standards X

 

0

 

, Y

 

0

 

, and Z

 

0

 

. The training
data set consist of 6561 pairs of the input ink signals and the
corresponding L*a*b* color specifications of the printer
outputs. All the data are normalized into the interval [0, 1]. 

The networks are simulated on a SUN SPARC Station
20. The initial values 

 

w

 

ij

 

(0)

 

 and 

 

b

 

j

 

(0)

 

 are set to random
numbers in the interval [-0.5, 0.5]. The training data are
presented randomly. This data presentation is not a simple
random sampling among the data set, but it is based on a
uniformly random sampling so that every element of the
data set is selected once in a random order in one epoch.
The learning rate and momentum constant are set to 

 

η 

 

= 

 

β

 

= 

 

0.9

 

 at start, and in the iterative process, these constants
are decreased at proper intervals.   After 40000 iterations
(epochs) of the iterative learning, the total system error for

all the training data converges into a small value, and the
learning process was terminated.

 Figures 2 and 3 show the learning behaviors, that is,
the convergence process of the system errors for dye subli-
mation type and ink jet type, respectively. Each curve with
the symbol (a) represents the variation of the total squared
error for all the training data as a function of the number of
iteration. The errors at 40000 iterations are the small num-
bers of 1.05 for the dye sublimation type and 1.75 for the
ink jet type. 

 

Figure 2. Learning behavior for dye sublimation.
(a) printer model, (b) identity mapping.

Figure 3. Learning behavior for ink jet.
(a) printer model, (b) identity mapping.

 

Controller 

 

To make the controller, the total eight-layered net-
work, including the printer model obtained above, was
trained according to the procedure in the previous section.
We use the same L*a*b* data of 6561 training data as in
making the printer model.   For training the total network
to realize the identity mapping, we present the same
L*a*b* values to the input/output layers. Two curves with
the symbol (b) in Figures 2 and 3 represent the learning be-
haviors in realizing the identity mapping for the dye subli-
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mation type and ink jet type, respectively. Training the
total network converges at around 40000 iterations. At this
time the total squared errors for all the normalized data are
0.20 for the dye sublimation type and 0.37 for the ink jet
type. Finally the controller part is extracted from the fin-
ished total network with eight layers. 

 

Accuracy Test

 

The accuracy of color reproduction by the controller
was examined. We use 148 color samples as the test data.
To make these test data, first, we select 132 coordinate
points uniformly in the input signal space of CMYK with
K = 0, 128, and moreover select 16 points on the gray scale
with C, M, Y = 0 in the CMYK space.   Second, we print
148 color patches by using these selected CMYK values.
The color patches are the target color samples for the accu-
racy test. These measurements present the L*a*b* color
specifications of the target color stimuli. 

To reproduce these target colors, first, we input the
L*a*b* values to the controller, so that we get the CMYK
ink values necessary to generate the target L*a*b* values.
Second, we print color patches by applying these CMYK
values to the real printers. The color specifications of the
reproduced color samples are obtained by measuring the
printed patches. 

The accuracy is examined by comparing the target col-
or specifications and the reproduced color specifications in
the L*a*b* color space. The average color differences are
2.0 for the dye sublimation type, and 2.9 for the ink jet type.
The maximum errors are 7.5 and 10.5, respectively.

 

Comparison with other methods

 

First, we have applied the interpolation method

 

3

 

 to the
color reproduction test, which uses a look-up table by inter-
polating the three-dimensional table data. A simulator of
color conversion based on the prism interpolation is exe-
cuted on a SUN SPARC Station. The set of the table data
consists of 729 color samples which are produced at every
32 step of each scale of CMY. These three-dimensional
color coordinates are interpolated using a triangular prism.
The reliability of this look-up table is examined using the
same test data as the above subsection. This examination
shows that the average color differences are 3.4 for the dye
sublimation type and 5.9 for the ink jet type. 

Next, we have applied a matrix transformation meth-
od. In this method, the nonlinear mapping is described by a
polynomial expression, and the weighting coefficients to
the nonlinear terms are summarized into a matrix. This ma-
trix is determined using the linear regression analysis based
on the least-squares method. For instance, if we use the sec-
ond order polynomial for the three quantities L*, a*, and
b*, a ten-dimensional vector is defined as 

 

x 

 

= [L, a, b, L

 

2

 

,
a

 

2

 

, b

 

2

 

, La, Lb, ab, 1]

 

t

 

, where the symbol t denotes a matrix
transposition.  The transformation matrix is then obtained

by solving the regression equations [C, M, Y, K]

 

t

 

 = 

 

Mx

 

,
where the 4 

 

× 

 

10 matrix 

 

M

 

 has 40 unknown parameters.
The test results using this matrix show the average color
differences of 12.1 for the dye sublimation type and 12.9
for the ink jet type.  Moreover we have made a large trans-
formation matrix by permitting  the fifth order polynomial
of L*, a*, and b*.  The color differences by this matrix are
still larger than the previous errors by the proposed method.

 

 Conclusion

 

This paper has described a method for realizing the map-
ping from the three-dimensional color space of color stim-
uli to the four-dimensional CMYK space of printer ink
signals.  The CIE-L*a*b* color system is used as the color
space.  Color reproduction on a printer is considered as the
problem of controlling an unknown static system with four
inputs and three outputs.  The algorithms for the mapping
are based on a two-phase procedure using neural networks,
which eliminate the need of UCR and GCR.  

In the first phase the unknown system of a printer is
modeled with a neural network.  The second phase deter-
mines the total network system combining the printer mod-
el and the controller so as to make the one-to-one mapping.
Then the controller realizes the inverse mapping for the
printer.  The performance of the proposed mapping method
was examined on experiments using a dye sublimation
printer and an ink jet printer.   The results show a good ac-
curacy of color reproduction on both printers.
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