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Abstract

As VR technology has advanced, its use in performance-
critical fields such as medical training and vision research has
grown, driving a need for increasingly realistic VR environments.
In previous work [27], we evaluated lightness constancy in a task
where viewers matched the reflectance of surfaces at different 3D
orientations, and we found substantially poorer lightness con-
stancy in VR than in a physical apparatus. Poor constancy in VR
may have been due to simplified rendering of scenes in that study,
e.g., largely achromatic Lambertian surfaces. Motivated by these
findings, here we evaluated lightness constancy in more realistic
VR scenes, rendered with a broad array of materials, colors, tex-
tures, and specular highlights, as well as more realistic shadows.
We tested two conditions: a Full-Context condition, where these
lighting and material cues were available, and a Reduced-Context
condition, where they were not. Participants had significantly bet-
ter lightness constancy in the Full-Context condition than in the
Reduced-Context condition, indicating that they exploited these
additional cues. However, lightness constancy was still quite poor
in absolute terms, despite the availability of rich lighting and ma-
terial cues. The reasons for this failure of constancy are unclear
from previous literature, and this finding suggests a promising re-
search problem with both fundamental interest and practical ap-
plications.

Introduction

Virtual reality (VR) technology has advanced significantly in
recent years, finding applications in diverse fields such as gaming
[35], training simulations [24], therapeutic interventions [10], and
vision research [14]. A key goal of VR development has been to
enhance realism, particularly in the accurate rendering of light
and its interaction with surfaces, which is important for ensuring
good performance in many applications.

Achieving realism in VR is a challenge due to limitations in
current technology, such as low image resolution, limited field of
view, and a constrained dynamic range for luminance and color.
These constraints, coupled with the need for real-time rendering,
often lead to compromises in physical accuracy [28], and result
in a discrepancy between perception in real and virtual environ-
ments. This perceptual gap affects user performance in VR, as
shown by discrepancies in tasks such as navigation [16], size per-
ception [29], depth judgments [13], and estimating egocentric dis-
tance [9].

Color constancy is one component of for realism in VR, as
it prevents unnatural color shifts between different lighting con-
ditions. Reflectance, or albedo, is the proportion of visible light
reflected by a surface, and lightness is defined as perceived re-
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flectance. Lightness constancy is a special case of color con-
stancy, and refers to the ability to perceive reflectance, i.e., achro-
matic surface color, accurately across varying lighting conditions
and environments. Achieving lightness constancy requires taking
into account surface orientation, material properties, and scene
lighting [3, 11, 12, 17].

Some previous studies have examined lightness constancy
using relatively simple tasks that required matching the perceived
reflectance of two patches on a flat surface, on opposite sides of a
shadow boundary [7, 15]. We have found that in this case, viewers
achieve similar levels of lightness constancy in real and VR envi-
ronments, though with larger individual differences in VR [26].

In a similar but more demanding task, viewers match the
lightness of a patch at some 3D orientation relative to a light
source, to another patch at a different orientation on a separate
object [4, 19, 25, 2]. We have found that in this task, lightness
constancy is much weaker in VR than in real environments [27],
consistent with earlier work that compared results from a range of
experiments that used real and virtual environments [19].

Equivalent illumination models

Equivalent illumination models (EIMs) have been a useful
tool for understanding color and lightness constancy [6, 8, 5]. The
EIM we use here represents achromatic lighting as the sum of a
directional light source with illuminance D, in a direction given
by unit vector s, and an ambient source with illuminance A in all
directions. Although lighting in real scenes is more complex than
this, theoretical work has shown that the directional-plus-ambient
model captures most of the properties of complex lighting that
are relevant to convex Lambertian objects, such as the reference
and match patches in the experiments we report below [1]. For a
surface with unit normal n, the total illuminance in such a config-
uration is

I =Dmax(n-s,0)+A (1)

Here max(x,y) is the greater of x and y, and - is the vector dot
product. A Lambertian surface with reflectance p under this illu-
mination produces image luminance given by
_Pp

L= E(Dmax(n~s,0)+A) )
The division by 7 takes into account the diffusion of light over a
hemisphere, which is characteristic of matte surfaces [18].

Solving equation (2) for p gives a model of how a viewer
might estimate surface reflectance from luminance and lighting
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parameters:

L

- Dmax(n-s,0)+A )

P
The EIM assumes that the viewer recovers the luminance L cor-
rectly, but may have mistaken estimates of the lighting parameters
D, A, and s, and may also misperceive the surface orientation n.
An EIM analysis uses this model to describe the viewer’s lightness
matching behavior in an interpretable way, by finding the lighting
parameters (and possibly also the surface orientation bias) that
best account for the viewer’s reflectance matches p over a range
of stimuli. That is, we infer an ‘equivalent illuminant’ that appears
to guide the viewer’s lightness matching behavior.

EIM analyses have typically found that viewers estimate the
lighting direction s accurately, and have a small fronto-parallel
bias for the surface orientation n, but that they often dramatically
over-estimate the ambient-to-directional ratio A/D, resulting in a
characteristic pattern of failure of lightness constancy that tends
towards luminance matching [27, 2, 4]. Brainard and Maloney
(2011) and Patel et al. (2024) [26, 8] review EIMs and their ap-
plication to modelling color and lightness constancy.

Present study

In a previous study [27], we found weaker lightness con-
stancy in VR compared to a physical apparatus, in a task where
viewers matched the lightness of patches at different 3D orien-
tations. One reason for the failure of constancy in VR may have
been that we used achromatic matte surfaces in the real and virtual
scenes, and a Lambertian shading model in VR that was only an
approximation to the surfaces in the real scenes. In fact, [3] found
that realistic features such as specular highlights were important
for good lightness constancy in virtual environments.

In the present study, we create a VR environment that of-
fers more realistic lighting and material cues, to test whether this
improves constancy compared to our previous findings. We use
Unity’s High Definition Render Pipeline (HDRP), to render more
realistic materials and shadows, and we include a wider range of
material types, colors, and textures. We also incorporate a wider
range of surrounding and background objects, to enhance overall
realism and provide additional lighting cues. We evaluate view-
ers’ reflectance matching behavior and degree of lightness con-
stancy using an EIM analysis.

In the present study we do not include a physical scene for
comparison. Our goal is to make the VR scene as realistic as pos-
sible in the ways outlined above, and precisely matching multidi-
mensional features such as material properties and specularities to
specific physical objects is very difficult. We aim to test whether,
under these improved stimulus conditions, lightness constancy in
a virtual scene can be approximately as good as in typical physical
scenes.

We implement two sets of experimental conditions: Full-
Context and Reduced-Context. In the Full-Context conditions we
show scenes with the wide range of material and lighting cues de-
scribed above. In the Reduced-Context conditions we show test
patches with minimal context, and no surrounding objects that
could provide lighting cues to support lightness matching. The
Reduced-Context conditions are control conditions where we ex-
pect viewers to have poor constancy and make matches that are
close to luminance matching. Comparison of the Full-Context
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and Reduced-Context conditions allows us to test whether viewers
exploit the lighting cues available in the Full-Context conditions,
and comparing absolute levels of lightness constancy to those in
our previous study [27] allows us to test whether viewers benefit
from the more realistic lighting and material cues in the present
experiment. In each condition, viewers also perform an orienta-
tion matching task, so that we can assess the effect of any biases
in orientation perception on their lightness matching behaviour.

Methods
Participants

There were 21 naive participants. Eleven were female, nine
were male, and ages ranged from 18 to 34 years. All reported nor-
mal or corrected-to-normal visual acuity and no known anomalies
in color vision. All procedures were approved by the Office of
Research Ethics at York University.

Stimuli

Stimuli were shown in a Meta Quest Pro headset (FOV 106°
x 96°, resolution 1920 x 1800 pixels per eye, refresh rate 90 Hz),
driven by an NVIDIA GeForce GTX 3090 Ti graphics card on a
PC running Windows 10. Scenes were rendered in Unity 2022.2
using the High Definition Render Pipeline (HDRP), version 14
[32]. We calibrated the VR headset so that physical luminance
was proportional to rendered achromatic RGB value (0-255). We
followed the procedure in [22], except that instead of the LUT file
required by Unity’s Built-in Render Pipeline, we used a .cube file
and the tonemapping feature of the HDRP.

Lightness task. Participants viewed a virtual scene that
showed equipment on a table (Figure 1), from a simulated view-
ing distance of 74 cm. The equipment had two components: the
reference apparatus and the match apparatus.

The reference apparatus was on the left. In the Full-Context
conditions, it included a reference patch surrounded by objects of
various colors and materials (Figure 1(a)). The reference patch
was a 3 x 3 cm grey square, whose orientation and reflectance
varied from trial to trial (details under Procedure).

The match apparatus was on the right. It was a 31.5 cm
square, covered with randomly placed grey circles and rectangles,
with reflectances ranging from 0.07 to 0.71, on a grey background
of reflectance 0.20. A 3 x 3 cm match patch, whose reflectance
could be adjusted by the participant, was on the left side of the
panel. The match patch was frontoparallel throughout the experi-
ment.

The scene surrounding the reference and match apparatus in-
cluded objects such as tables, chairs, trees, rocks, a globe, and
small plants, all within an area enclosed by walls. In Figure 1 the
viewing direction is shifted to the left in order to capture more
of the surrounding objects, but in the experiment the participant’s
view was directed toward the reference patch.

The Reduced-Context conditions were the same as the Full-
Context conditions, except that the only visible objects were the
reference patch, the match apparatus, and a large, distant, grey
wall that served as a backdrop (Figure 1(b)). The reflectance
of the grey wall was chosen so that its luminance was the same
as that of the grey panel behind the reference patch in the Full-
Context conditions.

Simulated lighting consisted of a directional source and an
omnidirectional light probe. The directional source was located
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(a) Full-Context

(b) Reduced-Context

Figure 1. VR scenes from the participant’s viewpoint. (a) The Full-Context
condition. (b) The Reduced-Context condition, which showed only the refer-
ence patch and the match apparatus.

behind the participant at an elevation of 22°. There were two
sub-conditions of the Full-Context and Reduced-Context condi-
tions, with different lighting directions. In the Full-Context-Right
and Reduced-Context-Right conditions the directional source was
22° to the right of directly behind, and in the Full-Context-Left
and Reduced-Context-Left conditions it was 22° to the left. The
light probe was the default ambient lighting in Unity (Default-
HDRISkyGrey.exr), except that we averaged together the three
color channels to produce an achromatic light. This light probe
consists of smoothly graded light, with the most intense light
coming from near the horizon. The combination of directional
light and light probe were well-approximated by a combination of
directional and purely ambient light, where the directional source
had 7.7 times the illuminance of the ambient source.

Orientation task. In the orientation matching task, a small
panel was added to the scene, in front of the reference apparatus.
The panel showed a fixed horizontal line, and an adjustable line
that the participant could rotate using a thumbstick on the VR
hand controller. Both lines were 7 cm long, and were white on a
grey background.

Procedure

There were four conditions: Full-Context-Left, Full-
Context-Right, Reduced-Context-Left, and Reduced-Context-
Right. Each participant completed one condition. Participants
completed the lightness task first, and then the orientation task.

On each trial of the lightness task, the reflectance of the ref-
erence patch was randomly set to 0.41 or 0.58, and the orientation
was randomly set to -50°, -33°, -17°,0°, 17°, 33°, or 50°. Here 0°
indicates an orientation facing the participant, and positive angles
indicate that the patch was rotated to the right. The participant
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used a thumbstick to adjust the reflectance of the match patch so
that it appeared to be the same as the reflectance of the reference
patch. Response time was unlimited. Each combination of re-
flectance and orientation was repeated ten times, for a total of 140
trials.

On each trial of the orientation task, the reference patch (al-
ways with reflectance 0.58) was randomly set to one of the seven
orientations used in the lightness task. The participant adjusted
the line on the orientation-matching panel so that it matched the
orientation that the reference patch would have if viewed from
above. Each orientation was repeated five times, for a total of 35
trials.

Analysis

We fitted the EIM in equation (3) to each participant’s re-
flectance matches, as follows. The reference patch surface normal
n and the lighting direction s can be written in spherical coordi-
nates with azimuth y and elevation ¢:

n = (cos ¢, cos Yy, cos @, sin Yy, sin @y, “)

S = (COs @5 cOS Y, COS P sin Yy, sin @) 5)
The reference patch was upright, so ¢, = 0. Following [27, 2,
4], we incorporated a free multiplicative parameter k on the right-
hand side of equation (3), to allow the participant’s reflectance
matches to be off by an arbitrary scale factor. Writing equation
(3) with the additional scale factor k, using spherical coordinates
for n and s, setting ¢, = 0, and simplifying, we find

L
p= or(max (cos(y, — ¥s),0) + B) ©
where o = Deos ¢s7 B= A ™

k ~ Dcosy
We made a least-squares fit of equation (6) to participants’ re-
flectance match settings. In this analysis, L was set to the lumi-
nance of the reference patch on each trial, and ¢; was set to the
elevation (22°) of the light source. a, B, ys, and k were free
parameters. Assuming that the participant perceived the lighting
elevation ¢ correctly, we can use the fitted value of 8 to find
the ambient-to-directional illuminance ratio that is consistent with
their responses:

A/D = Bcos ¢ @®)

Morgenstern et al. [19] define illuminance contrast energy
(ICE) as the coefficient of variation (standard deviation divided by
mean) of illuminance over all 3D surface orientations at a given
point in space. ICE is therefore a measure of the directionality
or diffuseness of lighting [34], and ranges from O for completely
ambient light to 1.29 for a distant point source. Morgenstern et al.
show that an ambient-to-directional illuminance ratio A/D corre-
sponds to an ICE value of

4 - \/5/48 ©)

(A/D)+0.25

The simulated lighting in the present experiment had A/D =
1/7.7, corresponding to ICE = 0.85.

Following the criterion used in [27], we excluded from the
analysis one participant who had a mean absolute error greater
than 10° in the orientation matching task. This left five partici-
pants in each of the four conditions.
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Results
Lightness matches

Figure 2(a) shows reflectance matches as a function of refer-
ence patch orientation for a typical participant in each of the four
conditions. If participants had perfect constancy, their reflectance
matches would fall along the horizontal black lines, indicating
no effect of reference patch orientation. If participants had no
constancy and simply matched luminance, their reflectance set-
tings would follow the inverted-U pattern of the blue data points,
which show the stimulus luminance, scaled to make a sum-of-
squares fit to the mean reflectance matches. Participants’ re-
flectance matches fell between these two theoretical extremes,
as is the case in most studies of lightness constancy. The green
lines show sum-of-squares fits of the EIM in equation (6) to mean
reflectance matches. The illuminance at the match patch was
constant throughout the experiment, so the reflectance matches
in Figure 2(a) are also proportional to participants’ luminance
matches.

Figure 2(b) shows mean ICE values in each condition.
Independent-samples ¢-tests showed no significant differences
between Full-Context-Right (M = 0.11, SD = 0.05) and Full-
Context-Left (M = 0.11, SD = 0.05; #(8) = 0.20, p = 0.84) condi-
tions, or between Reduced-Context-Right (M = 0.04, SD = 0.02)
and Reduced-Context-Left (M =0.04, SD =0.01; #(8) =0.29, p =
0.78). Consequently, we pooled data within the Full-Context con-
ditions (M = 0.11, SD = 0.04) and Reduced-Context conditions
(M =0.04, SD = 0.02) for subsequent analyses.

Mean ICE values in pooled Full-Context and Reduced-
Context conditions were both significantly less than the veridi-
cal value of 0.85 and significantly greater than 0, as determined
by individual one-sample ¢-tests, with all p values below the
Bonferroni-corrected alpha level of 0.025. Thus participants’ re-
flectance matches were consistent with an overestimate of lighting
diffuseness [8, 19, 27].

An independent samples #-test showed that mean ICE was
significantly higher in the pooled Full-Context conditions than in
the Reduced-Context conditions (#(18) = 4.60, p < 0.05). Thus
participants benefited from the additional lighting and material
cues in the Full-Context conditions, and exhibited better lightness
constancy in those conditions than in the Reduced-Context condi-
tions.

Orientation matches

Participants’ orientation matches were proportional to the
simulated azimuth of the reference patch, but were biased to-
ward fronto-parallel. The average slope of a linear regression of
match azimuth against true azimuth was 0.80, significantly less
than the value of 1 that would indicate veridical matches (¢(19) =
-4.55, p < 0.05). This bias towards fronto-parallel slant is well-
documented [5, 2, 30, 27]. Importantly, we find no significant dif-
ferences in this bias across the four conditions (F(12, 3) = 0.30, p
=0.83).

Discussion

In an EIM analysis of lightness matching, a low ICE value,
meaning an overestimate of lighting diffuseness in the equivalent
illuminant, indicates imperfect lightness constancy. An overes-
timate of diffuseness means that the participant behaves as if a
change in reference patch orientation should change the reference

32nd Color and Imaging Conference Final Program and Proceedings

patch luminance relatively little, and so the participant mistakenly
attributes the change in luminance to a change in reflectance. We
found that the mean ICE was closer to the veridical value in the
Full-Context conditions than in the Reduced-Context conditions,
indicating that partcipants exploited the lighting cues available in
the former conditions to support lightness constancy. However,
another clear and important result was that all mean ICE values
were much lower than the true ICE of the simulated lighting (Fig-
ure 2(b)), indicating generally poor constancy in all conditions.
This aligns with previous research using similar stimuli and tasks
[19,27].

Lightness constancy can also be quantified using the Thou-
less ratio, a measure that facilitates comparisons of constancy
across studies [31]. The Thouless ratio is defined as

_ log rm—logrg

= (10)
log r; —log ry

where ry, is the participant’s reflectance match setting, r; is the
setting that would result from perfect constancy, and ry is the set-
ting that would result from luminance matching. The Thouless
ratio ranges from 0 to 1, with 7 = 1 indicating perfect constancy,
and 7 = 0 indicating luminance matching, i.e., no constancy.

In previous work, we showed how to convert equivalent-
illuminant ICE parameters to Thouless ratios [27]. The methods
developed there show that with a true ICE value of 0.85, as in the
present experiment, the mapping from equivalent ICE parameters
to Thouless ratios is approximately given by

7 = (ICE/0.85)%%3 (11)
Figure 3 shows the mean ICE values from Figure 2b, pooled
across -Left and -Right conditions, and converted to Thouless ra-
tios using equation (11). Thouless ratios were low, and even in the
Full-Context condition the mean was just 0.22, indicating very
weak constancy. In complex physical scenes with rich lighting
and material cues, where lightness is evaluated across a shadow
boundary, Thouless ratios are typically around 0.8 or 0.9 [26]. In
a previous study with a similar task to the present experiment, we
measured a Thouless ratio of 0.68 in a physical apparatus. In the
same study, in VR conditions with less realistic rendering than
in the present experiment, and in a design where each participant
ran in just one condition as reported here, Thouless ratios ranged
from 0.35 to 0.12. Thus despite enriching the VR scene with ad-
ditional lighting and material cues in the present study, lightness
constancy did not improve.

This substantial failure of constancy even in complex and
carefully rendered VR scenes is surprising. It is unclear from pre-
vious literature why constancy should be weaker in such scenes
than with physical stimuli. Errors in perception of surface ori-
entation cannot explain this result. As reported above, the mean
slope in regressions of perceived vs. true slant was 0.80, which is
similar to values measured in physical and VR scenes in previous
studies [5, 2, 30]. We do note, though, that this result was based
on explicit orientation matches, which may differ from implicit
depth estimates that guide lightness constancy, and so it remains
possible that failures of depth perception play a role in our find-
ings.

One possibility is that the rendering of the VR scenes was
still unrealistic in some way. For example, fine 2D and 3D surface
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textures and subsurface scattering were not rendered in our VR
scenes, and it may be that these features play an important role
in perception of materials and lightness. Similarly, pixellation is
often visible in VR, and this departure from realism may interfere
with mechanisms of lightness constancy.

Another possibility is that we did not arrive at accurate es-
timates of the parameters of the EIM, and that more accurate es-
timates would provide insight into why constancy was so poor.
For example, it may be that the explicit orientation judgements
we used to examine participants’ orientation perception are differ-
ent from the implicit judgements that guide lightness perception.
If these implicit orientation judgements have a much stronger
fronto-parallel bias in VR scenes than suggested by participants’
explicit, effortful orientation matches, this could explain poor
constancy. To take another example, in order to infer the dif-
fuseness of the equivalent illuminant using equation (8), we as-
sumed that participants estimated the lighting elevation accurately
(¢s = 22°). Although [3] provided evidence that viewers do per-
ceive lighting azimuth and elevation accurately, this assumption
may need to be investigated further. If viewers over-estimate
lighting elevation, as we might expect from the well-documented
bias to perceive light from above [21], this would also explain
their poor constancy.

A third possibility is that constancy is particularly poor with
isolated test patches. In the present experiment, the reference
patch was an isolated square supported on a thin pole. Previous
work has shown that viewers are highly insensitive to lighting in-
consistencies within scenes [33, 23] (but see [20]). This suggests
that viewers are poor at integrating lighting cues across different
objects, so lightness constancy might be substantially better when
reference and test patches are parts of solid, many-sided objects
that provide rich local lighting cues.

Conclusion

Real-time rendering in VR inevitably requires approxima-
tions, and it is encouraging that the human visual system responds
to rendered scenes as well as it does. Nevertheless, the present re-
sults highlight significant perceptual differences in lightness con-
stancy between real and virtual environments. This finding is con-
sistent with previous studies that also found differences in a wide
range of tasks, including self-orientation [16], size judgements
[29], depth judgements [13], and distance estimation [9]. Despite
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advances in VR that allow for the creation of rich, complex envi-
ronments, our findings show that lightness matching in VR only
marginally surpasses simple luminance matching. It remains un-
clear why lightness constancy is so poor in VR. This question
poses an interesting and important research problem, both for a
fundamental understanding of visual perception, and for improv-
ing virtual environments where realistic and accurate performance
is critical.
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