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Abstract. Cultural heritage objects, such as paintings, provide
valuable insights into the history and culture of human societies.
Preserving these objects is of utmost importance, and developing
new technologies for their analysis and conservation is crucial.
Hyperspectral imaging is a technology with a wide range of
applications in cultural heritage, including documentation, material
identification, visualization and pigment classification. Pigment
classification is crucial for conservators and curators in preserving
works of art and acquiring valuable insights into the historical and
cultural contexts associated with their origin. Various supervised
algorithms, including machine learning, are used to classify pigments
based on their spectral signatures. Since many artists employ
impasto techniques in their artworks that produce a relief on the
surface, i.e., transforming it from a flat object to a 2.5D or 3D, this
further makes the classification task difficult. To our knowledge, no
previous research has been conducted on pigment classification
using hyperspectral imaging concerning an elevated surface.
Therefore, this study compares different spectral classification
techniques that employ deterministic and stochastic methods, their
hybrid combinations, and machine learning models for an elevated
mockup to determine whether such topographical variation affects
classification accuracy. In cultural heritage, the lack of adequate data
is also a significant challenge for using machine learning, particularly
in domains where data collection is expensive, time-consuming, or
impractical. Data augmentation can help mitigate this challenge by
generating new samples similar to the original. We also analyzed
the impact of data augmentation techniques on the effectiveness of
machine learning models for cultural heritage applications. c© 2023
Society for Imaging Science and Technology.
[DOI: 10.2352/J.ImagingSci.Technol.2023.67.5.050405]

1. INTRODUCTION
In Cultural Heritage (CH), paintings are an essential tangible
component that provides valuable insights into our history,
social norms, and beliefs. Therefore, the preservation and
restoration of paintings are crucial and poses numerous
challenges, including the removal of dirt and old varnish
without damaging the paint layer [1] and the selection of
appropriate materials for retouching [2]. To address these
problems, it is essential to accurately identify the pigment
used by the artist in an artwork. Scientific analysis sometimes
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require the physical samples, however, due to the nature of
CH objects, it is not recommended to take samples from the
object which in fact destroy the object even at a microscale
and so very often, it is not permitted. Consequently,
non-invasive or non-contact imaging techniques [3–6] are
necessary.

Hyperspectral Imaging (HSI) is a technology that
has gained increasing attention in recent years due to
its wide range of applications in various fields, including
remote sensing [7], agriculture [8], medical sciences [9],
forensics [10], biomedical engineering [11], and CH [12].
Additionally, in CH, spectral systems have also been
used for measuring special appearance properties such as
materials that are goniochromatic [13] or by integrating
3D information with spectral data [14]. An important
aspect of CH is pigment classification [15], and HSI can
facilitate it by using spectral information about pigments
and different classification algorithms. In this work we
focus on pigment classification using HSI. Artwork is not
confined to two-dimensional canvases or boards, which
means they are not always flat. The addition of relief, which
introduces 2.5D or 3D to artwork, is also an important
consideration [16, 17]. Several factors can contribute to
this third dimension [18–20]; For example, morphological
textures of brushstrokes on the painted surface [21], a thick
layer of pigments applied by many renowned artists to their
artwork for creating depth (impasto technique) [22–25]. The
geometry of relief raised from a brush painting, impasto
techniques, or any other factorsmay affect how light interacts
with the surface, affecting the spectral signature captured by
the hyperspectral sensor for a given pixel. Considering the
importance of pigment identification or classification of an
artwork, the influence of such factors must be explored.

Most of the research conducted so far has explored
the effectiveness of various traditional supervised algorithms
and machine learning models for pigment classification
using HSI [26, 27]. Pigment classification has been done
for single pigments or mixtures of pigments. In the latter
case, unmixing is required to identify the different pigments.
When the materials are known pigment mapping is used
to find the right combination of the materials and their
relative concentrations [28]. This can be done by using
the optical propeties of the material and a mixing model.
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For this, several models exist, for example based on
Kubelka-Munk theory [28–31]. Recently, Fukomoto et al.
[32, 33] used an encoder-decoder neural network to estimate
pigment concentrations. In our work we deal with a single
pigment, not mixtures of pigments. The existing studies have
primarily focused on flat surfaces and, to date, no research
has investigated the same for artwork with an elevation.
This paper aims to investigate how surface elevation in
artworks affects the accuracy of pigment classification using
HSI, with the underlying hypothesis that surface elevation
impacts this accuracy. In CH, the lack of sufficient training
datasets is also a considerable challenge for using machine
learning, particularly in domains where collecting data is
expensive, time-consuming, or impractical [34, 35]. Data
augmentation is a technique that can help mitigate this
challenge by generating new samples similar to the original
data. Therefore, in this paper, we have also compared
and analyzed the impact of data augmentation techniques
on the effectiveness of machine learning algorithms for
pigment classification. This study is primarily concerned
with answering the following research questions:

• To what extent does elevation of a surface in artworks
affect the accuracy of pigment classification using
hyperspectral imaging?
• What is the influence of data augmentation techniques
on the efficacy of machine learning models for material
classification?

The rest of the paper is organized as follows. Section 2
briefly reviews the classification algorithms used in the CH
field, focusing on pigment classification. Section 3 provides
a brief overview of the classification algorithms used in this
study. Section 4 describes the materials and methods used
in the present study. Section 5 presents the results of the
experiments and discusses the findings in detail. Finally,
Section 6 concludes the paper and highlights directions for
future research.

2. BACKGROUND
Over the last few years, HSI, a non-invasive technique,
has been widely employed for pigment classification in
artwork [5, 26, 36]. It has resulted in significant advances in
the study of spectral signatures and matching, broadening
the scope of HSI technology in the CH domain. Molecules
in the materials have unique vibration frequencies, which
can be detected by analyzing how they absorb or reflect light
at specific wavelengths. These characteristics of materials
are known as spectral signatures and help to identify and
distinguish pigment based on how it interacts with electro-
magnetic radiation.Many spectral matching algorithms have
evolved in hyperspectral image processing, ranging from
traditional clustering techniques to more recent automated
matchingmodels. The approaches used for matching spectra
can be classified as deterministic, i.e., based on geometrical
and physical aspects, or stochastic, which is based on the
distributions [37]. These algorithms are essential for accurate

and efficient pigment identification and analysis, making
them a critical component of any HSI workflow. This section
will briefly overview the classification algorithms employed
in CH, specifically for pigment classification.

The Euclidean Distance (ED) metric is widely used to
measure spectral similarity in HSI, and it works well when a
data set has distinct or isolated clusters [38–40].Mandal et al.
[27] implemented ED and other supervised classification
techniques to classify pigments on a flat surface and observed
that classification accuracy declines for some pigments with
similar spectral characteristics.

Deborah et al. [5] explored the application of HSI
in mapping the pigments of Edvard Munch’s painting,
The Scream. They used two methods for spectral image
classification, namely Spectral Angle Mapper (SAM) and
Spectral Correlation Mapper (SCM). They observed that
SCM performed better than SAM as it accounted for both
positive and negative correlations between the spectra.
Adjusting the threshold value for SAM reduced false
detection, but it also decreased the accuracy of pigment
classification, which varied depending on the type of
pigment. They further suggested that different classes of
pigments would require the use of distinct threshold values.
In Ref. [41], the authors used the SAM technique to classify
traditional Chinese pigments and recommended a similar
suggestion of using different thresholds. The SAM algorithm
measures the angle between two vectors, independent of
the vector length, and therefore, insensitive to gain. As a
result, this algorithm does not account for magnitude shifts
in the spectrum. Please refer to Osmar et al. [42] for more
information.

George and Hardeberg [43] demonstrate the usefulness
of HSI to separate inks using SAM and SID (spectral
information divergence) as classification algorithms. They
found that the SID algorithm performs better than SAM
in cases, where two distinct inks were overlaid. However,
they also posited that misclassification might arise from
noise and non-uniformity in spectral signatures resulting
from ink-paper blends. Mishra et al. [44] used HSI to
evaluate hybrid spectral similarity measures to classify
paper samples used in forensic investigations. The findings
indicate that the hybrid similarity measures of SIDSCM
demonstrate better classification accuracy than conventional
spectral similarity measures. Furthermore, the classification
accuracies of SIDSCM and SIDSAM are comparable.

The authors [45] discuss the use of SAM and machine
learning (ML) models to classify mineral pigments used in
ancient Chinese paintings using HSI. The results show that,
for similar colors and spectra, SAM is unable to classify;
however, combining it with a decision tree can effectively
improve the accuracy. The authors of [46] discuss the
effectiveness ofHSI technology in archaeological research for
identifying and classifying materials in ancient tombs. They
found that combining HSI data with Principal Component
Analysis (PCA) transformation and Support VectorMachine
(SVM) classification was an effective method for accurately
classifying and identifying materials. The SVM classification
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based on feature bands improved classification accuracy and
reduced data processing time. Kleynhans et al. [47] discussed
using reflectance HSI and Neural Networks (NNs) to create
labeled pigmentmaps of paintings. The authors reported that
a one-dimensional convolutional neural network (1D-CNN)
model could accurately label the pigments in most of
the paintings studied. However, this finding highlights the
importance of having comprehensive training data for the
model to performwell, the need for further studies to expand
the training dataset, and the possibility of augmenting
existing training datasets to develop a more robust solution.

Lie et al. [48] explored the potential of using NNs to
analyze HSI data in the CH field. They presented a thorough
overview of the different applications and constraints of NNs
models. Their findings indicate that NNs offer a promising
alternative to conventional statistical and multivariate analy-
sis techniques for pigment identification and classification.
The authors in Ref. [49] present a method for identifying
pure pigments in CH using a combination of CNNs and
SCM. The HSI data, collected within the range of 400nm to
720nm and at a resolution of 10nm, was pre-processed by
smoothing and computing the first derivative before being
fed to the network. The study emphasizes the significance
of employing deep learning NNs for this application and the
requirement for a comprehensive training dataset. A recent
study by Mandal et al. [27] investigated the performance
of various traditional supervised algorithms, their hybrid
combinations, and ML models for pigment classification on
flat surfaces. A research gap exists as the efficacy of these
algorithms on non-flat objects has not been explored by any
of the authors. Thus, further investigation is necessary for
this area.

3. CLASSIFICATION ALGORITHMS
This section presents the fundamental theory andmathemat-
ical expressions for the classification algorithms used in the
study.

3.1 Euclidean Distance
Euclidean Distance (ED) is a distance metric that measures
the distance between two points in an N-dimensional
space [50]. It is calculated as the square root of the sum of the
squared differences between the corresponding elements of
the two points. In spectral analysis, the ED can compare the
similarity between two spectra by measuring the difference
between their respective pixel or spectral values. The formula
for ED between the image spectrum ti and a reference
spectrum ri, each with n elements, is defined using Eq. (1).

ED=

√√√√ nb∑
i=1

(ti− ri)2, (1)

where, nb is the number of spectral bands.

3.2 Spectral Angle Mapper
Spectral Angle Mapper (SAM), introduced by Boardman in
1992 [51], is a method for measuring the spectral similarity

between two spectra, i.e., a test (also referred to as a target)
and reference spectrum. This technique treats the spectra as
N -dimensional vectors in space, where N is the number of
spectral bands and calculates the arccosine angles between
them. The spectral angle, α, between the two spectra is
computed using Eq. (2). A smaller angle indicates a better
match between the spectra.

α = cos−1


nb∑
i=1

tiri√√√√ nb∑
i=1

ti2
√√√√ nb∑

i=1

ri2

 , (2)

where ti represents the image spectrum, ri denotes the
reference spectrum, and nb is the total number of bands.

3.3 Spectral Correlation Mapper
Spectral Correlation Mapper (SCM) is one of several
algorithms used in spectral similarity analysis for classi-
fication and feature extraction. It measures the Pearson
correlation coefficient between two spectra by standardizing
the data and centering them around the mean of the
test and reference spectra. The result is then expressed
as an angle using the arccosine function. This algorithm
excludes negative correlation and retains the shading effect
minimization characteristics similar to SAM, resulting in
better classification results [42, 52]. SCM is computed using
Eq. (3).

α = cos−1


nb∑
i=1

(
ti− t̄i

)
(ri− r̄i)√√√√ nb∑

i=1

(
ti− t̄i

)2 nb∑
i=1

(ri− r̄i)2

 , (3)

where α is the arccosine of the spectral correlation measure
in radians, ti and t̄i are the image spectrum and its sample
mean, similarly ri and r̄i are the reference spectrum and its
sample mean; and nb is the total number of bands.

3.4 Spectral Information Divergence
In terms of spectral similarity, Spectral Information Diver-
gence (SID) measures the dissimilarity between two spectra
by comparing their spectral information content. It is based
on the concept of Kullback-Leibler (KL) divergence, a mea-
sure of the difference between two probability distributions.
In SID, the spectral information content of each pixel is
modeled as a probability distribution, and the divergence
between the two distributions is calculated. If two pixels have
similar spectral information, their probability distributions
will be similar, and the SID value will be low, and vice versa.
The probability distribution of the test and reference spectra
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is expressed as Eq. (4) and Eq. (5), respectively [53].

pi =
ti∑nb
i=1 ti

(4)

qi =
ri∑nb
i=1 ri

, (5)

where, ti is the image spectrum, ri is the reference spectrum,
and nb is the total number of bands. Using these two
probability distributions, SID can be calculated with Eq. (6).

SID=
nb∑
i=1

pi log
(
pi
qi

)
+

nb∑
i=1

qi log
(
qi
pi

)
(6)

3.5 Spectral Similarity Scale
The Spectral Similarity Scale (SSS) provides a quantitative
measure of the similarity between two spectra. This algo-
rithm uses the ED metric for magnitude and correlation to
compare the shape of the spectra. This method combines
both calculations, giving each equal weighting [54]. An SSS
value of 0 indicates that the two spectra are identical, while
a value of 1 indicates that the two spectra are entirely
dissimilar. SSS is computed using Eq. (7).

SSS=
√
(de)2+ (r̂)2, (7)

where, de is the ED between two spectra and is computed
using Eq. (8) and its value ranges from 0 to 1 due to the factor
1/nb.

de =

√√√√ 1
nb

nb∑
i=1

(ti− ri)2 (8)

Equation (9) computes the value for r̂ , where r is
the correlation coefficient between the two spectra and is
computed using Eq. (10).

r̂ = (1− r2) (9)

r2
=


nb∑
i=1

(
ti− t̄i

)
(ri− r̄i)√√√√ nb∑

i=1

(
ti− t̄i

)2 nb∑
i=1

(ri− r̄i)2



2

(10)

3.6 Spectral Information Divergence Spectral Angle
Mapper
The Spectral Information Divergence Spectral Angle Map-
per (SIDSAM) is a hybrid approach that incorporates
quantitative and qualitative matching measures. It utilizes
the SID algorithm to assess the dissimilarity between
two spectra and the SAM algorithm to evaluate their
geometric similarity. This hybrid computation enhances the
comparability of similar spectra andmakes dissimilar spectra
more distinctive, thus improving spectral discriminability.
SIDSAM is computed by multiplying the SID by the
tangent or sine function of the SAM, which calculates
the perpendicular distance between the test and reference

vectors. Both measures yield similar results, as reported in
previous studies [55]. SIDSAM can be calculated using either
Eq. (11) or (12).

SIDSAM= SID ∗ tan(SAM) (11)
SIDSAM= SID ∗ sin(SAM), (12)

where, SID and SAM are calculated using Eqs. (6) and (2),
respectively.

3.7 Spectral Information Divergence Spectral Correlation
Mapper
The Spectral Information Divergence Spectral Correlation
Mapper (SIDSCM) is another hybrid approach that com-
bines qualitative and quantitativemetrics to increase spectral
discriminability. It combines SID and SCM algorithms,
similar to SIDSAM, where SID measures the difference
between two spectra and SCM determines the Pearson
correlation coefficient. To integrate the two measures, the
product of SID and either the tangent or sine function of
the correlation coefficient between two spectrais used [56].
The resultant methodmay be calculated using either Eq. (13)
or (14).

SIDSCM= SID ∗ tan(SCM) (13)
SIDSCM= SID ∗ sin(SCM), (14)

where SID and SCM are computed using Eqs. (6) and (3)
respectively.

3.8 Jeffries Matusita-Spectral Angle Mapper
The Jeffries Matusita (JM) distance is a statistical metric
considering the covariance of two spectral vectors. The SAM
method computes the angle between two spectral vectors to
determine their spectral similarity. Jeffries Matusita-Spectral
Angle Mapper (JMSAM)is calculated by first calculating the
JM distance and then converting it to an angle with the
inverse cosine method. The angle obtained is then compared
to a threshold value to assess whether the two spectra belong
to the same class. It can increase spectral classification
accuracy by considering the spectral similarity and statistical
distance [57]. It can be computed using either Eq. (15)
or (16).

JMSAM= JMD ∗ tan(SAM) (15)
JMSAM= JMD ∗ sin(SAM), (16)

where, JMD is JM distance and is computed using Eq. (17)

JMD= 2
(

1− e−B
)
. (17)

Here B is the Bhattacharyya distance and is computed using
Eq. (18).

B=
1
8
(µt −µr )

T
[
σt + σr

2

]−1

(µt −µr )

+
1
2
ln

[
|
σt+σr

2 |
√
|σt ||σr |

]
, (18)
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Figure 1. The architecture of 1D-CNN; typically comprises three fundamental layers: convolutional, pooling, and fully connected layer. Input from the
HSI datacube (pixel value across wavelength) is fed to the convolutional layers, which apply a sliding window over given input data to perform feature
extraction. The pooling layers reduce the size of the extracted features, and the fully connected layers classify the input based on the features obtained
from the previous layers.

where, µt and µr are the mean of the test and reference
spectra, respectively; σt and σr are the covariance of the test
and reference spectra, respectively.

3.9 Support Vector Machine
Support Vector Machine (SVM) is a ML algorithm used for
classification and regression analysis [58]. SVMclassification
aims to find a hyperplane that separates the data into two
classes with maximum margin. It can handle non-linearly
separable data using a kernel trick that maps it into a
higher-dimensional space. This algorithm involves data
preprocessing, such as normalization, to ensure that the
features are on the same scale. It selects the most relevant
features for the classification task. After that, it trains the
model by finding the optimal hyperplane that maximizes the
margin using a cost function. The cost function penalizes
misclassified data points and encourages the SVM to find the
hyperplane that separates the data with the largest margin.
Finally, the model is tested on a validation set or test data set
to evaluate its performance [59, 60].

3.10 1D-Convolutional Neural Network
A NN is a machine learning algorithm inspired by the
structure and function of the human brain. The basic
building block of a neural network is the artificial neuron,
which takes inputs and applies a transformation to produce
an output [61]. The architecture of a NN can vary widely
depending on the task and the data being used. A 1D
Convolutional Neural Network (1D-CNN) is a type of NN
commonly used for processing one-dimensional data such
as time series, audio signals, and text data [62–64]. It
consists of one or more convolutional layers, a pooling layer,
and fully connected layers. The convolutional layer applies
convolution operations to the input sequence using a set of
learnable filters or kernels. This generates a set of feature
maps representing the convolutional layer’s output. The
pooling layer is typically used to reduce the dimensionality
of feature maps while maintaining the most important
information. It applies an aggregation function such as max

or average pooling to extract the most relevant features
from each feature map. This helps reduce the number
of parameters in the model and prevent overfitting. The
fully connected layer takes the output of the pooling layer,
flattens it into a one-dimensional vector, and passes it
through a set of fully connected neurons. The output of the
fully connected layer is often fed into a softmax function
to generate class probabilities [65]. Overall, the 1D-CNN
architecture is designed to extract and learn discriminative
features from one-dimensional data sequences, making it
suitable for various applications. Figure 1 illustrates the
general architecture of a 1D-CNN for use with HSI data.

4. MATERIALS ANDMETHODS
This section describes the mockup used in the study and
the HSI acquisition laboratory setup. Additionally, we will
describe the steps used to process the HSI data for the
classification task.

4.1 Mockup
As shown in Figure 2(a), a pigment mockup was prepared
and used in a laboratory environment. The mockup’s base
was printed using 3D printing. It consisted of different
elevation levels, including a flat surface and regions raised
to different levels 2.5 mm, 5 mm, and 10 mm from the
base. A linen fabric was glued to the surface of the base.
Three layers of white gesso were applied evenly across the
entire surface of the canvas. The surface was carefully sanded
between each layer using sandpaper to create a smooth and
even coat. Fig. 2(b) illustrates the grayscale depth map of
the pigment mockup to visualize the relative distances of
different elevations from the camera’s perspective.

The selection of pigments for the research work was a
crucial step to ensure that the mockup accurately reflected
the properties of pigments commonly used in historical
artworks. The pigments were carefully chosen on the basis
of their spectral characteristics and frequent appearance in
CH research articles. The selection process also involved
consultations with CH experts. Furthermore, web-based
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Figure 2. The pigment mockup used in the study. (a) The mockup consisted of ten pigments labelled P1 to P10. These pigments were applied to a surface
that included a flat region and three different elevation levels, namely 2.5 mm, 5 mm, and 10 mm. For better visualization of the elevation, the left part of
the image is shown in grayscale, captured at 998 nm in the IR region, while the right side is a colour image produced using bands at 640 nm, 551 nm,
and 458 nm. (b) A grayscale depth map of the mockup, this map is inverted, so black represents the foreground or the regions that has highest elevation
(10 mm height).

research was conducted on 164 known paintings from
different centuries to determine the final pigments selection.
We selected the pigments that were used most frequently in
those paintings. This approach ensured that the pigments
used in the mockup represented those used in real paintings,
making the research findings more applicable to real-world
scenarios. The final selection of pigments included Veridian
(V), Cerulean Blue (CB), Green Earth (GE), Yellow Ochre
Light (YOL), Blue Cobalt (BC), Ultramarine Blue Deep
(UBD), Lead White Hue (LWH), Genuine Vermilion (GV),
Burnt Umber (BU), and Ivory Black (IB). Each pigment was
applied to the mockup surface with a width of 6 mm, and a
3 mm gap between each pigment. Each pigment was applied
to the mockup surface with a width of 6 mm and a 3 mm
gap between each pigment. We tried to achieve a uniform
thickness for all pigments. Additionally, the pigments utilized
were mostly opaque, effectively concealing the underlying
substrate. The tubes were purchased from Zecchi, a supplier
of art materials [66]. Safflower oil was used for the whites,
while linseed oil was used for all other pigment tubes.

4.2 HSI Acquisition Setup
Hyperspectral images were acquired in a laboratory using
HySpex VNIR-1800, a line scanner camera developed by
Norsk Elektro Optikk [67], and a translation stage setup, the
schematic illustration of the HSI system used in this study
is illustrated in Figure 3. The detector of the HySpex camera

consists of an actively cooled and stabilized complementary
metal-oxide-semiconductor (CMOS). It has a spectral range
of 400–1000 nm with 186 spectral bands having a spectral
resolution of 3.26 nm. A computer with HySpex-GROUND
software controlled theHSI acquisition system. This software
synchronizes the scanning speed for the integration time set
by the user.We have used a close-range 30 cm cylindrical lens
for the acquisition. This allows to capture 1800 spatial pixels
across a line with a field of view of approximately 86 mm.

During the experiment, we positioned the
Spectralonr [68], a ColorChecker [69], and a pigment
mockup on a movable part of the translation stage, as
shown in Fig. 3. These were placed at the same horizontal
level and perpendicular to the camera’s focal axis [70].
The Spectralonr, a multi-step reference target with four
adjacent panels with reflectance levels of 99%, 50%, 25%,
and 12% was used to calculate the normalized reflectance at
the pixel level. To verify the obtained spectral data, we used
a ColorChecker.

4.3 Data Processing
The raw hyperspectral data are preprocessed for dark current
factor, sensor correction, and radiometric calibration using
HySpexRAD software provided by the cameramanufacturer.
The preprocessed data (converted to sensor-level absolute
radiance value) are then converted to normalized reflectance
using the known reflectance value of the reference target
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Figure 3. Schematic illustration of the HSI system used in the experiment.
A 500 Watt halogen-based floodlight was used for illumination, and the
illumination geometry was set to 45◦ -0◦ -45◦, where 0◦ is the camera
angle to normal.

used in the experiment. The reference target surface might
have some variation in the pixel value, so we averaged the
values from 100 pixels for each line scan and calculated the
reference target radiance value. Due to the shorter distance
between the sensor and the object, we assumed that the
path radiance effect was negligible. The spectral data were
then cropped to exclude the ColorChecker and the reference
target. The data processing steps were computed using
the open-source software Python 3.9 [71]. Equation (19)
provides the mathematical formulation used for conversion.
Further data processing steps for supervised and ML-based
classifications are discussed in the following sections.

RObj(λ)= RRef_t(λ)
rObj(λ)

rRef_t(λ)
, (19)

where RObj(λ) is the reflectance of an object, RRef_t(λ) is
the reflectance of reference target, rObj(λ) and rRef_t are
the absolute sensor radiance values for the object and the
reference target, respectively.

4.3.1 Data Processing Steps for Supervised Classification
Algorithms

To conduct supervised classification, reference or ground
truth spectra are required to compare similarity. For this
purpose, we selected a flat region with dimensions of around
10 × 10 pixels to establish a spectral library. We then saved
the mean spectra for each pigment based on these regions,
ensuring that the number of pixels was consistent. The
plot for the spectrum of ten pigments and a substrate is
included in Appendix D. Our approach to constructing this
library involved considering three different elevations for
each pigment, as well as calculating an average spectrum
that accounted for both elevated and flat surfaces. Data
processing steps are shown with a block diagram in Figure 4.

Selecting a threshold value is an important step in
spectral matching [5, 41, 72], which involves identifying

Figure 4. Workflow diagram illustrating the data processing steps for
supervised classification algorithms used in the present study.

Table I. The selected threshold value for eight different classification algorithms [27].

Algorithms Threshold value

ED 0.9
SAM 0.1
SCM 0.8
SID 0.03
SSS 1.1
SIDSAM 0.003
SIDSCM 0.005
JMSAM 0.09

specific spectral ranges as belonging to one of several
given classes. To achieve optimal classification results, the
threshold value must balance minimizing misclassification
rates and maximizing the number of correctly classified
pigments.Mandal et al. [27] employed an empirical approach
to determine an optimal threshold value, where the authors
chose a small section of the HSI dataset from a mockup
and extracted the reference spectrum by averaging 11 ×
11 pixels from a flat region. They tested a range of values,
computed the classification accuracy for various algorithms,
and evaluated their accuracy using a confusion matrix. The
threshold value used in our studywas directly taken from this
research and is mentioned in Table I

4.3.2 Data Processing Steps for ML-based Classification Algo-
rithms

Before feeding the normalized reflectanceHSI data to theML
model, the data were labeled for distinct classes using a label
encoder. We used one hot encoder for our dataset, where
each class has one hot value (1), and the rest are cold (0).
The data was then split into training and testing sets using
an 80-20 split and was further standardized. Subsequently,
the model was built and implemented. The training dataset
was used to train the model by updating the weights and
biases of neurons with each epoch until a considerably low
Mean Square Error (MSE) and high accuracy were achieved.
Once the model was trained, the test dataset was used to
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Figure 5. Workflow diagram illustrating the data processing steps for ML.

validate its performance. The overall workflow is illustrated
in a block diagram in Figure 5.

Hyperparameter tuning is crucial in building robust
and better generalized SVM models [73]. We tuned our
SVMmodel for three key hyperparameters: kernel function,
regularization (C), and gamma [59]. The kernel function
transforms the input space into a higher-dimensional feature
space, allowing the SVM to find a hyperplane (decision
boundary) that can separate the classes. Several kernel func-
tions are available, including linear, polynomial, and radial
basis functions (RBF). The C parameter in SVM introduces
a penalty for each misclassified data point. A smaller value
of C results in a low penalty for misclassifications, leading
to a decision boundary with a larger margin but more
misclassifications. On the other hand, a larger value of C
results in a higher penalty for misclassifications, leading
to a decision boundary with a smaller margin and fewer
misclassifications. The gammaparameter of RBF controls the
distance of influence of a single training point. Low gamma
values indicate a large similarity radius, resulting in more
points being grouped together. For high gamma values, the
points must be very close to each other to be considered in
the same class. Therefore, models with very large gamma
values tend to overfit. If the gamma is large, the effect of
C becomes negligible. GridSearch cross-validation was used
to optimize the hyperparameters of the SVM model [74].
This involved generating and testing the model for every
possible combination of algorithm parameters specified in a
grid. Table II shows the details of the hyperparameters.

To optimize the hyperparameters of the 1D-CNNmodel,
we used KerasTuner [75]. The tuning process involved
adjusting the number of convolutional layers, filter size,
dropout rate, dense layer filter size, learning rate, and epoch.
The resulting optimized model is illustrated in Figure 6,
along with the specific hyperparameters used. The Adam

Figure 6. The architecture of a tuned 1D-CNN model with optimized
hyperparameters.

Table II. SVM hyperparameters, tuning range, and the optimal value selected for
classification.

Hyperparameter Range used Optimum value selected

Kernel ‘Polynomial’, ‘RBF’, ’Sigmoid’, ‘Linear’ RBF
C 0.1, 1, 10, 100, 1000 100
Gamma 1, 0.1, 0.01, 0.001,0.0001 1
k-fold 5 5

optimizer with a learning rate of 0.001 and categorical
cross-entropy loss function was used in the training process.

4.4 Data Augmentation
In ML, data augmentation is a method employed to expand
the size of the training dataset by implementing various
transformations on the available training data samples.
The fundamental idea behind data augmentation is that
alterations made to the labeled data should not modify the
semantic interpretation of the labels [76, 77].McFee et al. [78]
suggested using deformation techniques that preserve the
semantics of audio signals, improving the model’s accuracy
for the music classification task. Bjerrum et al. [79] used data
augmentation techniques on spectral data to employ deep
learning algorithms to predict drug composition in tablets
using near-infrared regions. The results showed that data
augmentation improves overall performance.

The data augmentation technique should be chosen
based on the specific characteristics of the analyzed signal.
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Figure 7. An example of data augmentation; created with an addition of offset and multiplication to data by a factor of 0.2; Gaussian noise and speckle
noise are added to the data with variations of 0.00002 and 0.0002, respectively.

Some techniques might be more appropriate than others,
depending on the context. In our study, we augmented the
datasets by introducing four attributes to the spectrum:
offset, multiplication, Gaussian noise [80], and speckle
noise [81]. An example of the implementation of these
attributes is shown in Figure 7. Offset was varied (0.0001 to
0.1 with a step size of 0.001) times the standard deviation of
the training set. Multiplication was done with 1(0.0001 to
0.1 with a step size of 0.001) times the standard deviation
of the training set, and the two different noises, Gaussian
distributed additive noise and speckle, a multiplicative noise,
were added ten times with variation of 0.00001 and 0.000001
respectively. Using augmentation techniques, we produced
two different training datasets. The first training dataset was
generated by considering only a single spectrum from the
spectral library, whereas for the second training dataset, we
augmented each spectrum within the training dataset.

4.5 Accuracy Assessment
Accuracy assessment is an important step in evaluating the
performance of classification algorithms. The most com-
mon and widely accepted method to express classification
accuracy is confusion matrices. It helps to visualize the
cross-tabulation of classified pigments; the matrix’s main
diagonal represents the correctly classified values, while the

other elements indicate how many pixels in one category
are incorrectly classified into other categories. For additional
information on the confusion matrix, we refer to the work
of Congalton [82]. For each algorithm, we calculate the
accuracy for the predefined region illustrated in Figure 8.

5. RESULTS ANDDISCUSSION
This section presents the classification results obtained, along
with an evaluation of the overall accuracy of the algorithms
used, considering various reference spectra (ground truth).
Furthermore, the outcomes of the SVM model employing
data augmentation will also be elaborated.

Figure 9 illustrates the classification accuracy of ten
different algorithms, including two machine learning mod-
els, for each pigment on both elevated surfaces and a flat
surface. Algorithms, 1D-CNN and SVM perform better than
all eight supervised algorithms, with the least accurate being
algorithm ED. SAM and SCM performed better than the
other algorithms after the machine learning models. On
the other hand, algorithms with hybrid approaches did not
perform well overall. The images showing the classification
results for each algorithm are attached in Appendix A.

Although there are variations in accuracy among the
different algorithms, we can discern a pattern in the obtained
classification results; the classification accuracy decreases
with increasing elevation. An interesting observation is that
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Figure 8. The ground truth image of the mockup showing regions of interest (RoIs) used for accuracy assessment corresponds to different elevation labels.
R7 represents the flat region, while S represents the region for a substrate.

Figure 9. The classification accuracy from various algorithms used for evaluating ten different pigments on a flat surface and three elevated surfaces; the
reference spectrum from the flat area was used for supervised and ML models; the color gradient utilized in this figure employs green to represent higher
accuracy, red to indicate lower accuracy, and white represents an accuracy of 50%.

SVM has lower accuracy for a region with an elevation of
10 mm than most other algorithms for that same region.
Figure 10(a) also presents the confusion matrix for SVM,
revealing that the accuracy is particularly low for regions
R3, R13, and R10, all located on one particular side of the
elevation in the mockup (Fig. 8). This side of the mockup
has a shadow (Fig. 2a), with the lowest accuracy being on the
shadow side of the highest elevated regions (Fig. 2b), which
could be a significant factor in misclassifying these regions.
Abed [31] stated in his work that surface changes become

problematic when it comes to material aspects, which our
results confirm.

Appendix B contains the confusion matrix for R3
and R13, illustrating the misclassification of pigments for
SVM. The SAM algorithm determines the angle between
two vectors, irrespective of their length, and thus its
classification accuracy is less affected by any changes in
the spectrum’s magnitude. On the other hand, the SCM
algorithm eliminates negative correlations while preserving
the SAM characteristics. Therefore, these algorithms provide
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Figure 10. Classification accuracy for each pigment across all Regions
of Interest (RoIs); For algorithms, (a) SVM, (b) SAM, and (c) SCM.

greater accuracy in the shadow area, as evidenced by the
confusion matrix depicted in Fig. 10(b) and Fig. 10(c) for
SAM and SCM, respectively.

The accuracy of all supervised algorithms is lower for
pigment P6 and P9 in flat regions, but this is only due
to the exact location chosen for accuracy assessment (R7),

which includes most of the unclassified areas. This trend is
not necessarily representative of all flat regions on average;
also, elevated surfaces do not exhibit the same level of
lower accuracy as flat regions. The classification results are
presented inAppendixA.However, the ED, JMSAM, and SSS
algorithms have lower accuracy for pigments P6 and P9 due
to their similar spectra, which are also discussed by authors in
Ref. [27]. This similarity is evident in Figure 11(a), where the
Pearson correlation coefficient between these two pigments
is almost 1. Similarly, Fig. 11(b) also indicates a very low
dissimilarity measure between these two pigments.

The accuracy of the algorithms SID and its hybrid
combination with SAM and SCM for pigment P1 has
decreased as shown in Fig. 9, and this decrease was further
observed with an increase in elevation. It is important to
note that not all pigments are affected in the same way.
In the case of P1, the pixels were either classified as P1 or
remained unclassified, as indicated by the confusion matrix
for SID in Appendix C. Mandal et al. [27] suggested that
changing the threshold value could improve classification
accuracy, but this approach could lead to misclassification
of other pigments, which is generally undesirable in CH.
The stochastic algorithm, SID, depends on the probability
distributions of spectra, and alterations in data distribution
can influence the overall entropy value. Moreover, the
changes in the dataset can produce a varying impact on
the entropy value for normal distribution and skewed
distribution. In other words, if both distributions are shifted
equally, the symmetric distribution would experience less
change in entropy than the skewed distribution, owing to its
higher predictability and lower uncertainty compared to the
skewed distribution.

As illustrated in Figure 12, pigment P1 exhibits a notable
difference between its mean and median values, resulting in
a skewed distribution. Additionally, the standard deviation
of this distribution is greater than its mean, indicating that
the data points are more widely dispersed. Given the same
amount of shift in datasets (identical in absolute terms), this
shift may have a more significant impact on the dataset with
a larger spread than the one with data points being more
tightly clustered around the mean, leading to a larger relative
entropy between the two datasets. This is likely why some
pigments are affected more than others. This also explains
why we need to set different threshold values for different
pigments.

The accuracy of Pigment P10 is higher for all the
algorithms used on a flat surface, but it decreases significantly
for supervised algorithms with elevation changes. On the
other hand,MLmodels, SVM, and 1D-CNN show consistent
classification accuracy for P10, regardless of elevation.When
the reference spectrum is obtained from a flat region, it is
likely to have minimal variation with test datasets within
the same region, resulting in a higher number of correctly
classified pixels. However, if the reference spectrum is taken
from an elevated region, changes in reflectance values at
higher elevations could cause higher variation and lead to
more unclassified pixels. Based on this, one can hypothesize
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Figure 11. The matrices display the correlation and dissimilarity between the pigments; (a) Pearson’s correlation coefficient [85], a coefficient of 1
indicates a high correlation, while a value of zero represents no correlation; (b) SID calculated for dissimilarity, where a value of 0 implies a high degree
of similarity between the spectra, while 1 indicates maximum dissimilarity.

Figure 12. Statistical measures of mean, median, standard deviation (SD), and Spectral flatness measure (SFM), computed for all ten pigments.

that using a reference spectrum taken from an elevated
region is more likely to result in correct pixel classification
on the same elevated surface region.

Low spectral intensity makes distinguishing between
different land cover classes or features in an image difficult,
leading tomisclassification, especially for classes with similar
low reflectance values [83]. We observed that, in most cases,
the P10 and P5 pigments were misclassified as each other or
as the substrate, or they remained unclassified in most of the
algorithms used. The Spectral Flatness Measure (SFM), also
known as Wiener Entropy, is a metric that can be used to
quantify the degree of flatness or peakiness of a spectrum by
computing the geometric mean ratio to the arithmetic mean
of the power spectrum [84]. We computed the SFM for the
pigments, as shown in Fig. 12. The SFM values for P7, P10,
and P5 were higher, indicating a flat spectrum with nearly

identical reflectance values across differentwavelengths. This
can make it difficult for a classifier algorithm to differentiate
between different classes, resulting in lower classification
accuracy.

Using a reference target with a surface height equivalent
to the flat surface of the mockup, the normalized reflectance
value was calculated for the HSI datacube. Ideally, the
reflectance value of an elevated surface should be higher than
that of a flat surface. However, shadows caused by the surface
elevation lead to a decrease in the obtained reflectance
value as the surface height increases. Generally, the substrate
spectrum has a lower value than the P7 reference spectrum
(the reference spectrum for ten pigments used and the
substrate is provided in Appendix D). With an increase
in surface elevation, the distance between the P7 and its
reference spectrum increases, while the distance between the
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Figure 13. Overall classification accuracy for four different surface elevations (flat, 2.5 mm, 5 mm, and 10 mm) using reference spectra from the flat
surface.

P7 and substrate reference spectrum decreases. As a result,
most regions for P7 are misclassified as substrate.

In Figure 13, we can see the overall classification accu-
racy obtained by averaging all pigments for four different
surface elevations: flat, 2.5 mm, 5 mm, and 10 mm, using
all ten algorithms in the study. The reference spectrum used
for building the spectral library and training the ML models
was taken from the flat surface. For almost all algorithms,
the classification accuracy for an elevated surface is lower
compared to the flat region. Surfaces with a 2.5mm elevation
have accuracy similar to or less than the flat surface, followed
by 5 mm and 10 mm, respectively. This pattern is consistent
for ED, SSS, SVM, and 1D-CNN algorithms. However, for
the other six algorithms, we see that the accuracy at an
elevation of 10 mm is slightly greater than that of the surface
with a 5 mm elevation. The increase in overall classification
accuracy can be attributed to the higher accuracy obtained
for pigments P5 and P10. This higher accuracy for P5 and
P10 might be due to the shadow effect; decreased reflectance
value in the shadow region might have reduced the distance
between the reference and measured pixels.

Earlier in this paper, we hypothesized that using a
reference spectrum from an elevated surface would result
in more accurate pixel classification for that same elevated
surface region. To test this hypothesis, we built spectral
libraries and training datasets using the reference spectrum
from each elevated surface, i.e., 2.5 mm, 5 mm, and 10 mm
and then computed the classification accuracy. In addition,
we built spectral libraries and training datasets that represent
an average spectrum of flat and varying elevation surfaces.
To obtain these spectra, we averaged the pixel values over
a spatial region taken as in a straight line (for example, in

Fig. 8, it is pixels values of a line from right to left) for each
band. The result from classifaction accuracy is summarized
in Figure 14.

Fig. 14 shows that classification accuracy for the flat
region (F) is higher when using reference spectra from
the flat surface than at different elevations. Similarly, when
using reference spectra from a 2.5 mm elevated region, the
classification accuracy is higher for regions with 2.5 mm
elevation (E1) for all algorithms. However, for regions with
5 mm elevation (E2), the classification accuracy is almost
identical to E1 and very close to other regions. In contrast,
for regions with 10 mm elevation (E3), the classification
accuracy is greater than other surfaces, mainly for stochastic
algorithms (SID, SIDSAM, SIDSCM), SVM, and 1D-CNN.
However, it is the lowest for ED and SSS. The accuracy of
SAM, SCM, and JMSAM is similar to E1 and E2 elevations
but lower than the flat surface. Using average reference
spectra improved accuracy for almost all flat and elevated
regions compared to the accuracy obtained when using
four different conditions of reference spectra. A detailed
result displaying the classification accuracy for individual
pigments at each elevation and for different reference spectra
conditions can be found in Appendix E.

Result for average classification accuracy using ten
algorithms and five reference spectra conditions (i.e., from
the regions F, E1, E2, E3, and the average of these regions) is
shown in Figure 15. When the reference spectrum was taken
from the flat region, the classification accuracy was lower, or
comparable (in the case of E1), for all algorithms compared
to the accuracy obtained when the reference spectra were
taken from regions E2, E3, or the average spectrum. The
classification accuracy for most algorithms was almost the
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Figure 14. Classifaction accuracy obtained using ten different algorithms for flat (F), 2.5 mm elevation (E1), 5 mm elevation (E2), and 10 mm eleavation
(E3), each computed for different spectral library and training datasets, built using reference spectrum from the flat region, three different elevated region
and an average of all these.

Figure 15. Overall classification accuracy for four surface elevations (flat, 2.5 mm, 5 mm, and 10 mm) obtained by using reference spectra taken from
an elevated region of 2.5 mm.

same when considering reference spectra from E2 or E3.
Notably, using an average reference spectrum improved clas-
sification accuracy for almost all algorithms. The 1D-CNN

algorithm had the highest classification accuracy among all
the algorithms used, with slightly lower accuracy when the
reference spectrumwas taken from the flat region and almost
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Figure 16. A workflow diagram illustrating the generation of training datasets using data augmentation for SVM; classification results from a, b, c and d
are illustrated in Figure 19.

Figure 17. Classification accuracy for each pigment across all Regions of Interest (RoIs) for SVM using augmented dataset.

similar results for all other reference spectra conditions.
The classified images produced by the SVM and 1D-CNN
algorithms using an average reference spectrum are provided
in Appendix F.

Data augmentation was performed to create additional
training datasets for SVM, as shown in the flow diagram
illustrated in Figure 16. Before computing classification
accuracy, hyperparameter tuning was performed using these
augmented datasets. Finally, the SVM model was executed
with the optimal hyperparameters of a polynomial kernel
function and a regularization value of 0.1. Figure 17 shows
the classification accuracy obtained for each pigment across
all regions using the augmented training dataset where

training dataset from a flat region was selected. We observed
that overall classification accuracy was higher than the SVM
without data augmentation (Fig. 10a). We also augmented
the data from a single spectrum taken from the flat region
first and then from the average spectrum; results for
classification accuracy are included inAppendixG. Figure 18
shows the overall classification accuracy for each condition
for flat and three different elevations.

Classification accuracy for an augmented data set is
higher when compared with all other three conditions, i.e.,
without data augmentation, data augmentation considering
a single spectrum from a flat region and considering
data augmentation considering a single average spectrum.
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Figure 18. Overall classification accuracy for SVM at four different surface elevations (flat, 2.5 mm, 5 mm, and 10 mm) using different conditions of data
augmentation, in comparison with SCM, employing reference spectra obtained from the flat region.

Figure 19. The classification results for SVM; (a): without data augmentation, (b): with data augmentation, (c): with data augmentation using single
spectrum from flat region, and (d): with data augmentation using single spectrum from averaged region.

However, using a single spectrum for augmentation yielded
lower performance, except for an elevated region of 10 mm,
where the accuracy was significantly improved compared
to the non-augmented condition. Comparable accuracy was
achieved using data augmentation with a flat region and
augmenting a single averaged spectrum. As illustrated in
Fig. 9, SAM and SCM are the algorithms which performed
better afterMLmodels. Fig. 18 shows that data augmentation

using a single spectrum from a flat region is still better
than SCM, highlighting that even with the single spectrum
available, one can obtain better classification accuracy
than supervised-based algorithms. The results suggest that
data augmentation can improve classification accuracy,
particularly when multiple spectra are augmented or when
an average spectrum is used for augmentation. The classified
images for each of these conditions are presented in Fig. 19.
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6. CONCLUSION
This study investigated the performance of different super-
vised algorithms and machine learning models for pigment
classification using HSI on an elevated mockup. We have
observed that the elevation itself does not significantly
impact the classification accuracy; however, the elevation
can result in the formation of shadows, which can have
a significant effect on the classification accuracy of the
algorithms used and varies for different algorithms. It was
also observed that the choice of reference spectra plays a
significant role in the accuracy of pigment classification. An
average reference spectrum from different elevated regions
yields better results than individual spectra. Among the
ten algorithms tested, the 1D-CNN algorithm showed the
highest classification accuracy, followed by SVM, SAM

and SCM. Furthermore, results also indicated that data
augmentation could significantly improve classification ac-
curacy, particularly when multiple spectra are augmented or
when an average spectrum is used for augmentation. This
study provides valuable insights for analysing paintings in the
CH domain. It could be beneficial in selecting appropriate
classification algorithms when artworks have elevation or
data that have shadows. In addition to paintings, it could
also be useful to other museum’s low elevations objects, such
as glazed plates [86] and bas-reliefs [87]. In future work,
removing shadows using image-processing techniques could
be explored as a possible direction to further improve the
accuracy of pigment classification. Future work will also
include mixtures of pigments as well as the influence of the
thickness of the pigment.

APPENDIX A. CLASSIFICATION RESULTS

Figure A1. The classification results from ten algorithms using the reference spectrum from the flat region.
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APPENDIX B. CONFUSIONMATRIX FOR REGIONS R3 AND R13, ILLUSTRATING THEMISCLASSIFICATIONOF
PIGMENTS FOR SVM

Figure B.1. Confusion matrix for SVM; (a): RoI : 3, (b): RoI : 13.

APPENDIX C. CONFUSIONMATRIX ILLUSTRATING CLASSIFICATION ACCURACY OBTAINEDON A FLAT
SURFACE USING SID ALGORITHM

Figure C.1. Confusion matrix obtained by utilizing the SID Algorithm on a flat surface for ten pigments and substrate.
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APPENDIX D. NORMALIZED REFLECTANCE SPECTRUMOF 10 PIGMENTS AND SUBSTRATE

Figure D.1. Spectrum for ten pigments (P1 to P10) and substrate (S) measured at the flat surface by taking an average of 10×10 pixels.

APPENDIX E. ACCURACY OF PIGMENT CLASSIFICATION AT VARIOUS ELEVATIONS USING DIFFERENT
REFERENCE SPECTRA CONDITIONS

Figure E.1. The classification accuracy from various algorithms used for evaluating ten different pigments on a flat surface and three elevated surfaces;
spectral library and training datasets built using reference spectrum from an elevated region of 2.5 mm; the color gradient utilized in this figure employs
green to represent higher accuracy, red to indicate lower accuracy, and white represents an accuracy of 50%.
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Figure E.2. The classification accuracy from various algorithms used for evaluating ten different pigments on a flat surface and three elevated surfaces;
spectral library and training datasets built using reference spectrum from an elevated region of 5 mm; the color gradient utilized in this figure employs
green to represent higher accuracy, red to indicate lower accuracy, and white represents an accuracy of 50%.

Figure E.3. The classification accuracy from various algorithms used for evaluating ten different pigments on a flat surface and three elevated surfaces;
spectral library and training datasets built using reference spectrum from an elevated region of 10 mm; the color gradient utilized in this figure employs
green to represent higher accuracy, red to indicate lower accuracy, and white represents an accuracy of 50%.
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Figure E.4. The classification accuracy from various algorithms used for evaluating ten different pigments on a flat surface and three elevated surfaces;
using average reference spectra for supervised and ML models; the color gradient utilized in this figure employs green to represent higher accuracy, red
to indicate lower accuracy, and white represents an accuracy of 50%.

Figure E.5. Overall classification accuracy for four surface elevations (flat, 2.5 mm, 5 mm, and 10 mm) obtained by using reference spectra taken from
an elevated region of 2.5 mm.

Figure E.6. Overall classification accuracy for four surface elevations (flat, 2.5 mm, 5 mm, and 10 mm) obtained by using reference spectra taken from
an elevated region of 5 mm.
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Figure E.7. Overall classification accuracy for four surface elevations (flat, 2.5 mm, 5 mm, and 10 mm) obtained by using reference spectra taken from
an elevated region of 10 mm.

Figure E.8. Overall classification accuracy for four surface elevations (flat, 2.5 mm, 5 mm, and 10 mm) obtained using average reference spectra; the
averages were computed by considering a pixels values of a line drawn from right to left of the mockup for each pigment.

APPENDIX F. CLASSIFICATION RESULTS FOR SVMAND 1D-CNN

Figure F.1. The classification results for SVM and 1D-CNN using the averaged reference spectrum.
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APPENDIX G. CLASSIFICATION ACCURACY FOR
SVMUSING DATA AUGMENTATION

Figure G.1. Classification accuracy for each pigment across all Regions
of Interest (ROIs) for SVM, (a): With data augmentation using single
spectrum from flat region, and (b): With data augmentation using
averaged single spectrum.
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