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Abstract
In this paper, we study individual quality scores given by dif-

ferent observers for various image distortions (saturation, con-
trast, and color quantization) at different levels. We created a
database that contains a total of 232 images, derived from 21
pristine images, three distortions, and five levels. The database
was rated by 31 participants collected through an online plat-
form. The study shows that observers have distinguishable pat-
terns with respect to different distortions. Using quadratic re-
gression models, we visualized the behavior patterns of different
groups of observers. The database and the individual scores col-
lected are publicly available and can be further used for quality
assessment research.

Introduction
Image quality assessment is widely used in various fields of

research. As the requirements for quality assessment are increas-
ing, pressure on the reliability of the development methods is also
growing. Generally, to assess image quality, two different meth-
ods are used: subjective methods, which involve the participation
of observers, and objective methods (metrics), which aim to pre-
dict subjective scores and provide a fast and simple solution to
avoid time-consuming subjective studies. Although the first im-
age quality metrics were mainly based on simple techniques such
as PSNR and the SSIM [16], in recent years there has been a shift
towards more complex approaches, which nowadays are based on
deep learning algorithms [2, 3, 4, 5].

Research has shown [8] that there are differences between
different observers in image quality assessment. Due to these dif-
ferences, a potential way to increase the precision of an metric for
a particular observer lies in the personalization of image quality
assessment methods. However, due to the complexity of the pre-
diction of individual scores, most metrics are developed to pre-
dict the Mean Opinion Score (MOS). Such an approach can lead
to loss of information and, in some cases, not enough to reflect
observers’ preferences. Furthermore, different people are sensi-
tive to different types of distortion, and while for some distortions
there may be a high degree of agreement between observers, other
distortions could lead to a greater deviation in opinions [8].

In this work, we address the differences in personal prefer-
ences in judging the quality of images affected by certain distor-
tions. Our hypothesis considers the possibility of having differ-
ent groups of people agreeing on level of degradation from some
types of distortions while disagreeing on others. Our objective
is to find groups of observers with similar preferences in quality
judgment and to understand their preference patterns. This will
allow us to find image quality metrics which are the best fit for
each group allowing us to predict the preferences of the observers
for each group as closely as possible.

Background
Multiple research works mention individual differences in

image quality assessment tasks. Sun et al. [14] reported differ-
ences in the variability of objective scores for different databases,
which shows how distortion influences the reaction of observers.
Ponomarenko et al. [13] also pointed out differences in variabil-
ity between distortions in the TID2013 dataset. The influence of
specific image attributes has also been investigated. Bringier et
al. [6] and Calabria and Fairchild [7] inspected the preferences
of the images with respect to contrast. They found a certain op-
timal point of contrast after which observers react negatively to
further increase in contrast. Calabria and Fairchild [7] in their
work also found interrelations between different image attributes,
such as contrast, sharpness, chroma, and lightness. This shows
the influence of different attributes on the perception of human
quality. In addition, they found an optimal point for the sharp-
ness level, which had a similar influence as the contrast. Speak-
ing of sharpness, Del Pin and Amirshahi [1] found that observers
are influenced differently by sharpness of the image, resulting in
differences in individual ratings. Furthermore, some works re-
port the influence of content on individual observers. Virtanen et
al. [15] reported the difference in objective scores for different
scenes in the CID2013 database, highlighting the connection be-
tween image content and image quality assessment. Ninassi et al.
[12] specifically mentioned the deviance in observers’ opinions of
JPEG2000 distorted images, where observers were more critical
in their judgment of images with larger homogeneous areas rather
than busy images.

Recently in 2022, Cherepkova et al. [8] reported variabili-
ties in the observers’ scores for 21 different distortions. By con-
ducting a quantitative analysis and interview, they found distor-
tions with the largest disagreement between the observers. The
research has shown that saturation, contrast, change in the sharp-
ness level, introduction of quantization or noise artifacts, and
lens distortion cause large standard deviation in observers’ scores.
They have shown that the standard way of image assessment us-
ing MOS does not always reflect the preferences of real observers.
In particular, the bimodal distribution of observers who disagree
on a particular image would be averaged by MOS. They have also
analyzed the quality assessment process with relation to image
content and found that observers generally disagree not only on a
particular distortion, but on a combination of a distortion and an
image.

Experiment
Dataset preparation

In this work, we used 21 reference images of different con-
tent, level of detail, and visual attributes. We applied five different
distortions of three types, which previously have been reported to
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Figure 1. Original images in the dataset.

have the largest deviation in observers’ ratings [8]: change in con-
trast, change in saturation, and color quantization. The distortion
generator from the Kadid10K database [10] was used. Each dis-
tortion is applied at two different levels, which also have been
chosen with regard to the highest variability in the ratings. Sat-
uration increase corresponds to distortion 8 (levels 1 and 2) in
Kadid10 database and saturation decrease to distortion 7 (levels
1 and 3), contrast increase to distortion 25 (levels 3 and 2) and
contrast decrease to distortion 25 (levels 4 and 5), and color quan-
tization to distortion 6 (levels 2 and 3). Thus we have 10 distorted
images for each reference image, making a total of 232 images.
Images are presented in Figure 1. The images were cropped to
800x800 pixels to avoid rescaling.

Collecting individual scores

To collect observer scores, we used the Amazon Mechani-
cal Turk crowd-sourcing platform. Only master workers with an
approval rate greater than 95% were allowed to participate. Al-
though online data collection allows to gather more data in less
time, limitations of an uncontrolled environment, such as different
lightning and viewing conditions, displays can affect observers
judgment. The influence of different viewing conditions was not
included in the analysis process of this work due to Mechanical
Turk limitations. A category judgment experiment was chosen to
rate the quality of the images, due to its simplicity for observers
and convenient analysis. We selected a neutral gray background
(128, 128, 128) for the representation of the images. Observers
had to judge the image using a scale from one to five, where five
corresponded to the best image quality and one to the worst. The
instructions were the following: “Here you will see different im-
ages. Please rate the quality of the images using the scale from 1
to 5, where 1 corresponds to the lowest quality (bad) and 5 cor-
responds to the highest quality (excellent)”. In total, we had 111
unique observers, of which 31 completed 95% of the images in
the dataset and were included in the further analysis. Since some
observers evaluated some images more than once (during the first
and second trials), their ratings were averaged.

Analysis
For the analysis, we used the differential opinion score in-

stead of the original scores from one to five. It is calculated with
Equation 1. Differential opinion score helps normalize the results
and neutralize the influence of observers that use the scale differ-
ently.

di, j = ri,re f ( j)− ri, j (1)

In Eq. 1, ri, j is the observer rating i for image j, while ri,re f ( j) is
the rating for the corresponding original image [11].

To find common patterns in the preferences of the observers,
we first modeled their preferences with a quadratic regression
model (Eq. 2). The model tries to predict the differential score for
each observer using distortion type and distortion change coded in
level values, which range from -2 to +2. The coefficients fitted by
the model describe observers’ preferences and are used to cluster
observers. To cluster observers, we used k-means and hierarchi-
cal methods. We used the quadratic model over the linear model
because the dependence of given ratings is not always linear on
the level of distortion. The model coefficients, in turn, help to
summarize all quality scores into single numbers, which is more
convenient to use for the clustering model than the scores.

y= β0+β1×distortion× level+β2×distortion× level2 (2)

where β0 is an intercept, β1 and β2 are coefficients of covariance
of first and second order, while distortion is used as a categorical
factor and level as a numerical parameter. The level in this case
changes from -2 to 2, where a negative level value corresponds
to saturation or contrast decrease and a positive level to increase,
respectively.

Observers have also been clustered based on single-
distribution modeled preferences. The model in this case only
accounts for the level as a numeric parameter (Eq. 3). The nor-
malized β2 and β3 coefficients that characterize the slope of the
model were then used as parameters for clustering. Since β0 is just
an intercept, we did not include it as a clustering parameter. We
normalize the coefficients by dividing them by the corresponding
standard deviation of each coefficient among all observers.

y = β0 +β1 × level +β2 × level2 (3)

Intra- and inter-observer variability
To produce reliable results, we checked intra- and inter-

observer variability. The goal of this paper is to find the variabil-
ity between observers, therefore, we are concentrating on extreme
outlier cases. To find it, we check multiple indicators and base the
decision on their combined result. For intra-observer variability,
we checked repeatability of observers, who completed the exper-
iment twice. For this we computed averaged differences between
the scores, given by each observer in the first and second sessions.
In addition, we exploit Cohen’s kappa, agreement rate, kurtosis,
and correlation parameters for each observer.

Cohen’s kappa [9] shows the possibility of the agreement
between the first and second trials for the same observer happen-
ing by chance. The agreement rate measures the repetitiveness of
choice for the same category between the first and second trials.
Excess kurtosis values indicate the diversity of the chosen cate-
gories. While the normal bell-shaped mesokurtic distribution is
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Figure 2. Consistency for the observers that completed more than 95% of

images for two trials. The boxplot shows the difference in ratings between

the first and second trial.

Table 1. Intra-observers variability with different techniques.

Observer Cohen’s
kappa

Agreement
rate (%) Kurtosis Correlation

5 0.37 60 -0.92 0.44
6 0.35 58 -1.03 0.52
9 0.20 48 0.00 0.25

10 -0.01 22 -0.30 0.48
22 0.33 47 -1.35 0.44
25 0.19 37 -0.86 0.34
26 0.09 34 -1.98 0.49
30 0.03 60 1.60 0.19

defined by 0, platykurtic distribution can reach -2 and leptokurtic
may vary up to +3 [17]. Negative kurtosis values indicate non-
normal distribution of observers scores, for example bimodal dis-
tribution. High numbers are more alerting and suggest that the
observer’s majority choice falls under the same category. Lastly,
we check the correlation between the ratings of each observer for
each image and the median score of the rest of the observers, ex-
cluding the current one.

Results
Intra- and inter-observer variability

In total we collected 7136 individual scores from 31 observer
who completed more than 95% of images. eight out of 31 ob-
servers completed 95% of images twice. Their results have been
used to test consistency. Figure 2 visualizes the average differ-
ences between the ratings, given by each observer in the first and
second trials. While some outliers exist, we can see that in gen-
eral observers do not have average difference greater than one.
Observers 5, 6 and 22 have the least differences (being the most
consistent in the two sessions), while observers 10, 25, 26 and
30 have larger variabilities (less consistency between the two ses-
sions). In order to analyze intra-observer variability more in de-
tail, we computed Cohen’s Kappa, agreement rate, correlation,
and kurtosis. Correlation and kurtosis in this case are calculated
for all ratings given in both trials (Table 1). From the results, we
can see that the agreement rate is proportional to the average vari-
ability (Figure 2).

Cohen’s kappa value interpretation by Landis and Koch [9]

indicates that most of the observers belong to fair and moderate
reliability groups, while observers 10, 30 and 26 have slight agree-
ment. To further investigate these observers, we compare addi-
tional excess kurtosis and correlation parameters. Here we can see
that observer 30 has the lowest correlation with others, in addition
to a high kurtosis value, suggesting that this observer prefers one
category over others. Looking at this data more closely we found
that 67% and 88% of chosen answers belonged to the same cate-
gory in the first and second round, respectively, while on average,
other observers chose this category in 28% and 45% respectively.
Therefore, we excluded this observer from further analysis.

In addition, we checked the reliability of observer results.
Inter-observer variability tests include correlation and kurtosis
comparison for finding outliers. The results show a similar behav-
ior of observer 31, who has a preference for one particular cate-
gory, with 2.68 kurtosis and 32% of correlation with others, com-
pared to the mean of -0.42 kurtosis and 48% correlation among
others. While the other observers chose this specific category in
12% cases in general, observer 31 preferred it in 67% of the cases.
So, we discard observer 31 for further analysis, considering this
observer as an outlier.

Distortion based preference patterns
We analyzed the preferences of the observers for each distor-

tion and found groups with similar preferences.

Saturation
In order to understand observers’ preferences, we compute

quadratic regression models, which predict differential opinion
score based on the level of distortion. We utilize the coefficients
of the models to find similarities between observers. Further-
more, we employ k-means and hierarchical clustering to divide
observers into groups based on their modeled preferences. The
results are shown in Figure 4 for k-means and in Figure 5 for
hierarchical clustering. The k-means clustering shows a general
division, while hierarchical clustering helps to understand the dis-
tances between observers. Two methods show similar results and
particularly detach observers (3, 7, 8, 12, 18, and 29) and (21, 25,
and 15) from the other observers.

We visualized the observers’ preference models for each
cluster in Figures 3(a), 3(b), and 3(c). The level changes from
-2 to +2 along the x-axes, and the y-axes correspond to the co-
efficients of the model. From the plots, we can see two types of
preference trends, which create convex and concave shapes of the
models. Observers 15, 21 and 25 particularly like desaturated and
oversaturated images (corresponding to higher values for level -
2 and +2). We see the opposite behavior for observers 3, 7, 8,
12, 18, and 29 in the second cluster, who prefer the original im-
ages (level 0) over too saturated or desaturated images. The rest
of the observers did not have such distinct preferences and were
grouped together, but we can see some variability in their prefer-
ence models. We can also notice that some observers in the third
group prefer slightly saturated images, while they did not like de-
saturated images.

Contrast
The clustering results for contrast distortion are presented in

Figures 6 and 7 and the corresponding models are visualized in
Figures 3(d), 3(e), and 3(f). We can see different patterns depend-
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Figure 3. Visualized regression models for each cluster. Each line represent the model for a single observer.
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Figure 4. K-means clustering based on regression model coefficients for

saturation distortion.
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Figure 5. Hierarchical clustering based on regression model coefficients

for saturation distortion.
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Figure 6. K-means clustering based on regression model coefficients for

contrast distortion.
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Figure 7. Hierarchical clustering based on regression model coefficients

for contrast distortion.

ing on the preferred contrast level (optimal point), after which
the trend changes from ascending to descending with further in-
crease in contrast. Observers 3, 7, 8, 12, 22, 23, 29 of the first
cluster prefer images with average (original) contrast level, while
observers 1, 15, 19, 21, 24, 27, 28 of the second cluster prefer
more contrast images more clearly, and for some of them, an op-
timal point might be higher than the maximal level we used in our
experiment. The preferences of the observers of the third clus-
ter gradually increase with increasing image contrast. In addition,
we can see that some observers like images with a lower level of
contrast. From this we can make a conclusion of having at least
two groups of people: those who prefer more contrast images and
those who prefer more natural-looking images.

The finding of an optimal point of contrast, after which sub-
jective judgement has a negative correlation with the perceived
contrast level, is similar to [6]. In addition to the research by
Bringier et al. [6], where they explored the dependence of MOS
and perceived contrast, we found different groups of observers
with different optimal points in contrast. The same applies to sat-
uration.

Color quantization
There are only three levels for color quantization distortion:

original (0), average (1), and high (2). The K-means and the hi-
erarchical clustering show two observers, which appear more like
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Figure 8. K-means clustering based on regression model coefficients for

color quantization distortion.
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Figure 9. Hierarchical clustering based on regression model coefficients

for color quantization distortion.

outliers in this case (Figures 8 and 9). They have not been grouped
together previously, so we do not see any repetitive pattern with
saturation and contrast. Looking at the model plots in Figures
3(g), 3(h), and 3(i) we can see two general trends of observers
who are more sensitive to color quantization distortion (observers
1, 5, 6, 7, 8, 13, 17, 20, 22, 24, 29) and those who are less sen-
sitive to it (observers 3, 4, 9, 10, 11, 12, 14, 15, 16, 18, 19, 25,
27, 28). In this case, observers with high (Figure 3(h)) and low
(Figure 3(g)) tolerance were grouped together.

Joint analysis
Previous clustering results demonstrate several groups of ob-

servers with different preferences for each distortion. Here we
analyze their inter-relations. Figure 10 shows the hierarchical
clustering based on the three combined distortions. We chose hi-
erarchical clustering for comparison because it allows grouping
observers based on distances between them, while not restricted
to a number of clusters, which helps offset the impact of outliers.
In Figure 10 three main clusters of observers (4, 5, 9, 10, 11, 14,
16, 18, and 20), (1, 6, 13, 15, 17, 19, 24, and 27), and (3, 7, 8,
12, 22, 26, and 29). If we compare these results to distortion-
based clusters, we can notice that observers 3, 7, 8, 12, 22, and
29 of the third cluster prefer images with original level of con-
trast, while at the same time prefer original levels of saturation,
and most of them do not like color quantization distortion effect.
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When comparing contrast and saturation preferences (Figures 5
and 7), we can see that observers 21, 25, and 15 who prefer high
saturation in images (Figure 3(a)) also prefer high contrast (Fig-
ure 3(e)). Other observers, who prefer high contrast (Figure 3(e)),
also have a growing preference trend towards higher saturation
(Figure 3(c)). Most of them are not sensitive to color quantiza-
tion, but preferences vary in that case.

In addition, we checked the influence of content on individ-
ual preferences, but did not find a strong connection in this case.
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Figure 10. Hierarchical clustering based on regression model coefficients

for all distortions.

Conclusion
In this work, we analyzed personal preferences in judging

saturation, contrast, and color quantization distortions. We found
groups of observers, clustered based on preference patterns, char-
acterized by preferences of certain distortion levels. For saturation
distortion we found two opposite trends in the observers’ pref-
erences. The first group prefers desaturated and over-saturated
images, while the second group prefers more natural-looking im-
ages. We also found the third group, who preferred slightly satu-
rated images.

In the case of contrast distortion, we found that preferences
of different groups varied based on an optimal point, after which
contrast increase did not further increase observers’ opinion about
image quality. While one group prefers natural-looking images,
another group liked images with higher contrast. The difference
was only in the level of contrast, which observers prefer. Color
quantization distortion has shown observers who were more sen-
sitive to visible artifacts and those who were less sensitive to them.
We found that observers who liked over-saturated images also
preferred images with higher contrast. Most of them were less
sensitive toward color quantization, but some of the opinions dif-
fered. Another group of observers preferred original images with-
out a change in the level of contrast or saturation.

Furthermore, we created a dataset, containing individual ob-
servers scores, in contrast to MOS based datasets available now.
The dataset and the collected data will be publicly available and
could be used to test various image quality metrics in Software
and Data section in www.colourlab.no.
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Häkkinen, J.: Cid2013: A database for evaluating no-reference
image quality assessment algorithms. IEEE Transactions on Image
Processing 24(1), 390–402 (2014)

[16] Wang, Z., Bovik, A.C., Sheikh, H.R., Simoncelli, E.P.: Image qual-
ity assessment: from error visibility to structural similarity. IEEE
transactions on image processing 13(4), 600–612 (2004)

[17] West, S.G., Finch, J.F., Curran, P.J.: Structural equation models with
nonnormal variables: Problems and remedies. (1995)

134 2022  Society for Imaging Science and Technology




