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Abstract
In recent years, image processing has proven to be a great

tool to help document, preserve, and restore art pieces, especially
visual art. One example is using colorization techniques when
the original color information of the image has been lost or is
unavailable. To expand on that, we used Ghent Altarpiece as the
study case. One of the panels of this polyptych has been lost,
and only an archival photograph exists. Using the state-of-the-art
colorization method, we want to digitally restore what has been
lost in its original form. In this work, we proposed a pipeline that
consists of a colorization transformer (ColTran) trained on the
captured patch-based imaging data of the Ghent Altarpiece. We
evaluated the proposed pipeline and addressed its strengths and
weaknesses. Moreover, we presented planned future steps and
improvements for this project.

Index Terms—Lost art, Colorization, Ghent Altarpiece

Introduction
In recent years, image processing has proven to be a great

tool that can help in the documentation, preservation, and restora-
tion of art pieces, especially in visual art. The task of digital image
restoration can be described as a computer vision task where the
main objective is the reconstruction or estimation of the digital
image that has been somehow damaged. Sometimes, the origi-
nal color information of the image has been lost or is not avail-
able. In that case, the colorization technique is usually applied.
This technique tries to solve an ill-posed problem of estimating
color information from grayscale image values. The use cases of
this technique in art reconstruction are characterized by the fact
that the original art piece is lost, but the archival black-and-white
mediums, like photographs, are preserved.

The Ghent Altarpiece by The Van Eyck brothers is consid-
ered one of the seminal works of the 15th-century [6]. Presented
in Figure 1, this polyptych consists of multiple panels. Two of
the lower panels were stolen. Fortunately, one was returned but
the other one - ”The Just Judges” - remains lost. In 2020 a ma-
jor restoration process was completed by Royal Institute for Cul-
tural Heritage (KIK-IRPA) [4]. The captured image data from this
project motivated many different image processing researchers to
contribute [5, 16, 18].

As previously mentioned, ”The Just Judges” panel is still
lost, but one archival black-and-white photograph obtained be-
fore the theft has been preserved. Our motivation stems from
here: by using the state-of-the-art colorization method, we want
to digitally restore what has been lost in its original form. Unfor-
tunately, as acquiring the original black-and-white photographs
proved challenging in this time frame, we decided to focus on de-
veloping the colorization pipeline that could be used on the black-
and-white photographs once they are acquired. Therefore, instead

of using black-and-white photographs of the original and stolen
artifacts, we use color and grayscale images of the restored Ghent
Altarpiece panels to develop and validate our methodology. In
this paper, we propose a pipeline that consists of a colorization
transformer [13] trained on the captured patch-based image data
of the Ghent Altarpiece. Additionally, we propose extending the
proposed pipeline with color correction and image stitching in the
future. In summary, this paper presents these key points:

• We present a novel pipeline for colorization of the grayscale
captured image data of the Ghent Altarpiece

• We evaluate the pipeline and address its strengths and weak-
nesses

• We propose future steps and improvements

The paper is organized as follows. First, we provide an
overview of the existing colorization methods. The following
section defines the overall proposed pipeline, and it gives de-
tails of the colorization transformer. Furthermore, we describe
the used dataset, implementation, and training details. Next, the
visual inspection and evaluation metrics obtained using the pro-
posed pipeline are presented. The results are discussed, and the
limitations of the pipeline are laid out. Finally, the last section
concludes this paper.

Related works
One inspiration for this paper was the work done by

Demetriou et al. in [7, 8]. In their paper, they focus on reclaiming
the lost art from art books in which the records of lost artworks
are only preserved. As these art books were produced in the past
century, printed captures of art pieces in the books are of low res-
olution with the additional problem of halftone patterns. To cor-
rect these and reclaim the lost art, example-based super-resolution
[24], inverse halftoning [20], and color correction [22] have been
applied.

Image colorization is an ill-posed stochastic problem that
needs semantic information to work well [13]. Before the preva-
lence of the deep learning methods, traditional colorization algo-
rithms usually needed human input, which would provide valu-
able hints [2, 14, 23]. With this idea in mind, exemplar-based
techniques started to emerge. Here, a reference image is used
from which the colors are copied to the colorized image [15, 19,
21]. In recent years, more advanced automated deep learning
methods have been developed. Some networks condition color
information on the pixel intensity [10, 11, 25]. Others use un-
conditional generative colorization networks (like GANs, VAEs)
and modify them to condition on the grayscale images [1, 12].
Besides these, there are also autoregressive approaches that we
used for this project. Specifically, PixColor [9], and ColTran [13]
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Figure 1. The Ghent Altarpiece inner panels with the stolen panel framed in red. Sint-Baafskathedraal Gent - www.artinflanders.be - Dominique Provost en

Hugo Maertens - CC-BY-NC-ND 4.0.

networks use an autoregressive approach to do colorization and
upsampling at the same time to obtain the finalized colorized im-
age.

Methodology
This paper presents the proposed colorization pipeline

framed in red in Figure 2. However, in the same figure, we give
the whole workflow we plan to create in the future and how the
colorization pipeline fits into it. The idea would be to estimate
color from grayscale image patches using the proposed coloriza-
tion pipeline, then color-correct the obtained patches, and stitch
them back together to derive the final image.

In the case of the colorization pipeline, the first step is to
crop the original captured grayscale images of the panels in small
equally-sized patches. These patches can then be used to train
the colorization network. For the colorization network, we used
Colorization Transformer [13] developed by a team at Google.

Colorization transformer
Colorization transformer (ColTran) [13] is a three-stage

probabilistic model that uses self-attention to colorize grayscale
images, or in our case patches. The idea behind this network

is that by using axial transformers, we first map low-resolution
grayscale images to the 3-bit colored images. In order for this to
work, axial attention is used. That implies applying self-attention
alternatingly on each row and column independently, thus captur-
ing the global receptive field. After obtaining a colorized low-
resolution image, color and spatial upsamplers are used where all
pixels are modified simultaneously. Color upsampler generates 8-
bit colored images, whereas spatial upsampler increases the col-
orized image resolution to the original grayscale image resolution.
The loss function of the ColTran is described as follows:

L = (1−λ ) log pc +λ log p̃c + log p̃c↑+ log p̃s↑ (1)

It is a simple negative log likelihood-based loss where the
network tries to maximize per pixel-channel distributions outputs
pc, p̃c, p̃c↑, p̃s↑ after colorization, color, and spatial upsampling,
respectively. λ is a hyperparameter that controls the contribution
of the low-resolution colorization outputs in the overall loss.

Experiments
This section gives an overview of the acquired captured data

of the Ghent Altarpiece. Additionally, information about training
and implementation is given.
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Figure 2. The workflow for digital restoration of lost panels with the colorization pipeline framed in red

Dataset
The dataset was acquired courtesy of Art in Flanders, an in-

stitution that supported restoration efforts made between 2012 and
2020. From this project, all lower panels of the Ghent Altarpiece
have been restored. We received captures of the inner panels both
before the restoration process and after. We have obtained in total
55 GB of data. Side panels sizes were 6500× 16000px, whereas
the central panel was of size 26000×16000px.

As the capture images were very large, they had to be border-
trimmed and cropped to patches of size 250×250px with 100px
step for easier image stitching that we intend to include in the
future. The Just Judges panel was excluded from the training set,
which, in the end, totaled 5475 patches. Figure 3 shows training
set patches examples.

(a) Near-border (b) Sky

(c) Human face (d) Nature
Figure 3. Different types of patches that were present in the dataset

Implementation
ColTran was trained on this custom dataset in three steps.

First, we trained the low-resolution colorization model - ColTran
core. The second step is to train a model that upsamples color
information - Color upsampler. Lastly, we trained a model that
increases the resolution of the colorized patch - Spatial upsam-
pler. After this, the inference step is run, from which we obtain
the colorized patch. Each training step took around 2.5 days on
a 4 GPUs NVIDIA Tesla V100 16Gb machine. Inference mode
took 3 hours on 10 GPUs. The training loss functions for the
ColTran network can be seen in Figure 4. Additional information
on training can be found in Table 1.
Table 1: Training information

Hyperparameter Value
Optimizer RMSProp

Learning rate 3e-4
Num. of Steps 13k

Batch size 32

Results and discussion
Figure 5 shows one example of patch outputs in different

steps of the colorization process. Figure 5b shows a colorized
low-dimension patch that uses 3-bit colors. In the next step, low
color resolution is upsampled, followed by image resolution up-
sampling to match the original patch. Here, we can see that the
network struggles with red tones, but it manages to reconstruct
the overall color.

We can see some differences if we compare original patches
with colorized patches, but the overall color is restored. This is
further illustrated in Figure 6. The blue colors of the sky are, in
most cases, well reconstructed. That is not surprising if we have
in mind that most of the panel images, and thus the dataset, con-
tains sky in one-quarter of the full image. Therefore, the network
is well ”aware” of this case. On visual inspection, we can also see
that neutral colors are well preserved, as in the case of the castle
patch. Furthermore, the spatial upsampler managed to maintain
the spatial variation of the original patch. Even though the net-
work learned the general color information of the panels, it still
makes mistakes with some colors. That is especially noticeable in
the last example, where blue shades are mistaken for brown.
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(a) Color upsampler loss
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(b) Spatial upsampler loss
Figure 4. The loss functions for different steps during the training

To measure the performance of the ColTran network, we
have calculated SSIM, PSNR, and ∆E∗

ab difference. We calcu-
lated these metrics for pairs of original and colorized patches in
the whole dataset, and the results are presented in Table 2. Ac-
cording to SSIM, we can see that the spatial variation is well pre-
served; therefore, the spatial upsampler shows good performance.
Additionally, if we observe the ∆E∗

ab difference value, we can see
that overall, the color information is acceptably reconstructed.

Table 2: Metrics for colorized patches

Metric Mean Median Min Max 95th
SSIM 0.944 0.995 0.119 0.997 0.996
PSNR 27.388 27.638 5.571 39.247 35.672
∆E∗

ab 10.687 9.661 2.624 99.145 18.805

In Figure 7, we plotted the a*b* values of colors found in
original (red points) and colorized (blue points) patches in the
whole dataset. We can see that the set of colors is mostly overlap-
ping, with colorized patches having some extreme values due to
the colorization error.

We combined multiple connected colorized patches as seen
in Figure 8. We notice the purple pixels representing the buildup
of the colorization error, which follows the observations made for
data in Figure 7.

(a) Original patch (b) Grayscale

(c) Low-resolution colorization (d) Color upsampled

(e) Spatially upsampled (final)
Figure 5. Evolution of patch for different steps in the colorization network

Conclusion
In this paper, we wanted to address the problem of digital

restoration of art pieces that have been lost where some archival
photographs have been preserved. Our study case includes the
Ghent Altarpiece and, more specifically, The Just Judges panel.
We have modified and trained the ColTran network on the Ghent
Altarpiece imaging data. We have shown that our model is ca-
pable of colorizing the grayscale captures of this Van Eyck’s
masterpiece. Nonetheless, the colorization network could be im-
proved by focusing on the color artifacts that the network gener-
ates. These artifacts are known as color biases, and simple L*a*b*
Euclidean distance in the loss function should be expanded by in-
cluding priors for the color palette to constrain the colors gener-
ated by the network as suggested in [3].

In the future, the proposed workflow containing the coloriza-
tion pipeline, color correction, and image stitching step from Fig-
ure 2 should be fully implemented and evaluated. Moreover, this
project should be expanded by using the pre-theft black-and-white
archival photographs of the Ghent Altarpiece to dgitally restore
the original panel fully. Additionally, [17] showed that by ana-
lyzing the pearls in the panels of the Ghent Altarpiece, they could
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(a) Original (b) Colorized

Figure 6. Original vs. colorized patches

indicate which panels were painted by which Van Eyck brother.
In other words, each pearl has an individual painter’s signature. If
we apply the same idea to the colorized pre-theft black-and-white
photograph of the original panel, we should see the difference in
the signature of the pearls in the original and copied panel.
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Figure 7. a*b* pixel values of original and colorized patches

Figure 8. Connected colorized patches.
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