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Abstract 

The goal is to develop a display characterization model to 
include the personal vision characteristics. A two-step model for 
visually characterizing displays was developed. It was based on 
the concept of half-toning technique for obtaining gamma factor 
for each colour channel, and unique hue concept for achieving 
3x3 matrix coefficients, respectively. The variation can be 
presented by the optimized RGB primaries for each observer. 
The typical difference between the individual and the measured 
ground truth is 2.2 in terms of CIEDE2000 units.   

 Introduction 
 Nowadays, 3C products are full of our lives, mobile phone, 

laptop, notebook computer, TV, etc. They all include a display, 
which is the window for us to contact to the outside world. The 
quality of the displays has been highly desired. They have 
different sizes from small to large and also have varieties of 
technology, such as LCD, LED, OLED, etc.  

Each display was characterized before shipping to the 
market. This will allow the same image to be truthfully 
reproduced onto different displays. In the colour management 
terms, a colorimetric reproduction can be achieved.   The current 
typical set up is standard RGB, or sRGB system [1]. The 
characterization procedure has been well established in the 
production line. The topic of characterization models has also 
been extensively studied [2, 3]. Different models were proposed 
such as GOG, PLCC or 1D-LUT, PLVC or 3D-LUT, etc. Each 
model can give a reasonable prediction to the measurement data 
typically measured by a tristimulus colorimeter or a 
spectroradiometer. 

Two-stage model is widely used to characterize displays 
with well channel independence and chromaticity constancy. 
The first step involves the relationship between digital counts 
and relative luminance of each channel, which usually named 
display opto-electronic transfer function (OETF) [4]. The second 
stage uses a 3 × 3 matrix to obtain CIE XYZ tristimulus from 
luminance signal.  

The gain-offset-gamma (GOG) model proposed by Berns 
[2] is the most common two-stage model to characterize cathode 
ray tube (CRT) displays.  Although the originally typical OETF 
of liquid crystal display (LCD) is modeled by S-curve function 
[5, 6], GOG model can also perform pretty well on most LCD 
with a trend of using the power function OEFT [7]. First step of 
GOG model (gamma correction) which is given in equations (1) 
and (2)  
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where 𝐿,ௗ
 is relative luminance of each channel and 𝑑 is digital 

counts. 𝑘, , 𝑘,  and 𝛾  represent gain, offset and gamma 
respectively.  
The equation (3) calculates device-independent CIE XYZ 
tristimulus 
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where (𝑋, 𝑌, 𝑍) is black point’s tristimulus values.  The 3 × 3 
matrix contains the XYZ value at maximum level of each 
channel.  
 Piecewise Linear Chromaticity Constancy (PLCC) is an 
alternative method to the GOG model. It is based on a functional 
approximation by applying a linear interpolation between 
measurements [3]. The PLCC method will outperform the GOG 
method with enough linearization samples. Meanwhile, the 
PLCC model’s error increases as the number of samples is N 
reduced. For N < 10 the GOG model achieves better performance 
than PLCC [7].     

The GOG and PLCC both transfer device-dependent RGB 
space to device-independent XYZ space, which was based on 
standard observer colour matching function (CMF). However, 
two observers never perceive the same colour from the same 
stimulus because of different CMFs.  Heckaman and Ho [8] 
studied the colour accuracy of variety display technologies 
among 1000 simulated observer CMFs. The mean colour 
difference across these technologies centers around 4 CIELAB 
units. It shows that the observer variations should be taken into 
consideration to achieve better colour accuracy for individual 
observer.  

The methods to measure CMFs [9, 10] usually take a large 
amount of time, which is difficult to apply to everyday life. And 
each individual has different colour vision varied according to 
age, eye condition, personal preference, ambient lighting 
conditions. With the common place of mobile devices, we can 
argue why we cannot have the device considering our own eyes? 
This research was conducted to answer this question. 
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Figure 1. Distribution of peak color and black for a 3 × 3 pixels block [13] 
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Table 1. Specification of tested displays and their characterization performance* 

Brand Model Panel 
Size  
(”) 

White Peak L 
cd/m2 

GOG Gamma PLCC 
x y 

Eizo CG243W IPS 24.1 0.3194 0.3367 192.1 0.28 0.42 0.23 
NEC PA272W AH-IPS 27 0.3145 0.3277 150.2 0.65 0.63 0.47 
NEC PA302W IPS 29.8 0.3183 0.3229 280.9 0.57 0.63 0.54 

Alienware 17R3 IPS 17.3 0.2955 0.2913 289.5 1.50 1.69 0.49 
Apple A1701 IPS 10.5 0.3084 0.3300 429.8 1.02 0.87 0.97 
Sony SVT112A2WP IPS 11.6 0.3123 0.3375 350.1 1.16 1.64 0.49 

Google Pixel AMOLED 5 0.3132 0.3418 486.5 1.07 1.59 1.09 
  *Note the last 3 columns reported the performance of 3 characterization models in terms of ΔE*

00 units. 
 

The goal of this work is to develop a display characterization 
model to include both the personal vision and display 
characteristics. The hypothesis is that the model should represent 
this individual’s vision and give a more comfort performance for 
the display. Some visual methods [11-14] have been developed to 
estimate OETF using luminance matching task. While different 
relative luminance levels of half tone patterns is designed as the 
target, observer controls the digital count of another patch to have 
equal bright as the target. Then OETF is derived from those data 
points. Xiao et al. [13] designed eight half-tone images (Figure 1) 
with relative luminance varied from 1/9 to 8/9. The result reveals 
that this method can reliably estimate OETF.  The methods above 
only characterize OTEF visually, therefore the 3 × 3 matrix 
contained ground truth data is still needed to complete the 
characterization model.    

For developing the 3x3 matrix, Karatzas and Wuerger [15] 
developed a colour calibration method based on unique hue 
judgement. Unique hues were first introduced by Hering [16] as 
the hues of four fundamental chromatic percepts regardless of 
lightness and saturation: unique yellow (UY) and unique blue 
(UB), unique red (UR) and unique green (UG). Unique hue 
judgements are not significantly influenced by language or age. 
For Karatzas’s method, users have to do unique hue judgement on 
two displays, one is reference display and another one is test 
display. The transfer matrix was established using two unique hue 
plane based on device-dependent RGB space. It is not applicable 
to normal users who do not have a reference display around. 

This study aims to develop a visual method to characterize 
display, including gamma correction and device-independent 
transformation. A visual experiment carried out on a display to 
produce a visual display model for individual observer. The 
performance of visual display model was inter-compared between 
different observers and also contrast with the ground truth data 
(measured by spectrophotometer).  

Experimental 

Characterize displays using instrument 
Before developing the visual method, we used 

spectrophotometer Konica Minolta CS2000A measured 7 
different displays including PC monitor, laptop, tablet and mobile. 
Most of them are LCD except one mobile has OLED panel. Table 
1 shows the specification of 7 displays. The linearization sample 
set was the set of three colour ramps. The RGB values is starting 
from 0 to 255 with 15-unit interval for each channel. The testing 
sample set was the Macbeth ColorChecker chart. It’s impossible 
to obtain black level and white point data using visual method. So 
the basic scheme of visual method simplifies GOG to power 

function (Gamma), which can be described by equation (4) and 
(5). 
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Three display models were tested including GOG, PLCC and 

Gamma. The performance was evaluated by the CIEDE2000 
(ΔE*

00) [17] colour difference between the measured 24 XYZ 
values and those predicted by the display model. Table 1 also 
shows the models’ performance.  With 18 steps sample set, the 
PLCC model generally out-performed the GOG model and the 
Gamma model, except for Apple iPad Pro 2017. Additionally, the 
Gamma model was slightly worse than the GOG model, but still 
had very good performance for all the displays tested. It was 
decided to adopt Gamma model in the visual method. 

(a) 
 

(b) 
Figure 2. Experiment interface for (a) visual gamma correction; (b) unique 

hue selection. 

Apparatus 
The NEC PA302W display, with resolution of 2560 ×1600 

pixels, driven by a Dell computer was used to stimulus 
presentation in the main experiment. The display had a correlated 
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colour temperature (CCT) of about 6500K with peak white 
luminance of 280 cd/m2. The visual experiment was conducted in 
a completely darkened room to avoid the effect of ambient light. 

Observers 
Thirty-five observers (23 males and 12 females) ranging 

from 19 to 28 years of age (mean = 23, std. dev. = 1.45) 
participated in the experiment. All the observers had normal color 
vision, as tested using the 24 Plate Ishihara Color Vision Test. 
They were naïve in regard to the goal of the experiment. Ten 
observers of them had basic colour science knowledge. 

Procedure 
Upon arrival, the observer filled in the personnel data sheet 

and performed the Ishihara Color Vision Test. The experimenter 
then provided an instruction and answered the questions raised by 
each observer. They were then escorted to the experimental room 
and being seated in front of display with distance of 50 cm. Each 
observer took 1 minute of adaptation. In general, each observer 
took around 30 min in total to complete the experiment.  

Step I: visual gamma correction 
The same half-tone images were used in the visual gamma 

correction as Xiao et al., which shows in Figure 1. A Matlab GUI 
experiment interface was designed to perform the visual gamma 
correction as shown in Figure 2(a). A uniform disk with a 2° 
diameter was displayed on a half-tone image (6° × 6°) with the 
total black surrounding. Observer used arrow keys to adjust the 
digital count of uniform disk. “Up arrow” and “down arrow” keys 
were coarse adjustment with 8-unit adjustment, while “left arrow” 
and “right arrow” keys performed fine adjustment with 1 unit 
changing.  

If the lightness of uniform disk matched with the half-tone 
image, observer clicked “enter” key to change to the next sample 
and digital count will be recorded for OETF estimation. The 
experiment sequence of channel and relative luminance level 
were randomized. To obtain intra-observer variation, the same 
experiment was repeated within several min interval. Each 
observer finished 48 times (3 channels × 8 luminance levels × 2 
repeats) matching, which took around 15 mins.   

Table 2. Lightness and chroma of test sample for each 
unique hue. 

 L* C*
ab 

Red 35 65 
55 99 

Yellow 70 70 
80 90 

Green 40 50 
60 70 

Blue 55 35 
65 45 

 

Step II: Unique hue selection 
As shown in Figure 2(b), an annulus of circle patches with 

the same lightness and chroma but different hue angles presented 
on the display. Each patch had diameter of 3° of visual angle and 
was arranged along a 7° annulus. Observers were asked to select 
unique colour from those 10 patches. Top-left shown which 
unique colour was the target. UY and UB were obtained by 
selecting the patches which were neither red nor green. Likewise, 
UR and UG were the patches which do not contain yellow or blue. 

And observers used the mouse to click the patch to choose unique 
hue colour. 

The test colours were chosen from another experiment. That 
experiment was aimed to establish unique hue loci to test the hue 
linearity in different uniform colour spaces. There were 10 colour 
centres selected for each unique hue page. The 8 colours selected 
were within the colour gamut of the display and also had high 
chroma to be identified as a pure red, yellow, green and blue. 
Table 2 lists each unique colour defined by L* and C*ab values. 
For each test sample, ten patches were arranged in the order of 
hue angle, as verified by Xiao et al. [18]. They found that similar 
results would be obtained between the randomized or sequential 
order but lower observer variability came from the sequential 
order. 

The transform function between XYZ and sRGB was used 
to calculate RGB values for ten patches due to absent of measured 
display model during the characterization process. Starting from 
RGB values obtained from previous experiment, they were 
transformed to XYZ values via sRGB formula, then to CIELAB 
in term of L*, C*ab, and h. Only h changed to 10 different values 
dependent on preset hue angle range. Finally, reverse transform 
of sRGB was used to calculate 10 RGB values which displayed 
on screen at one trial.  

At each trail, the initial hue angle range was set at ±18° with 
4° intervals. Then the smaller hue range derived from the previous 
response. The smaller range was set at ±9° with 2° intervals. After 
two rounds of selection, the RGB values were saved for 
succeeding optimization process. To obtain intra-observer 
variation, the same experiment was also repeated within several 
min interval. Each observer finished 36 times (8 samples × 2 hue 
ranges × 2 repeats) selection. This took around 10 mins.  

Table 3. Intra- and inter-observer variability in terms of 
MCDM 

 MCDM 
Mean Max STDEV 

Visual 
Gamma 

Correction 

Intra 
R 0.43  1.63  0.36 
G 0.49  2.20  0.43 
B 0.19  0.58  0.11 

Inter 
R 0.68  2.10  0.44 
G 0.88  3.20  0.67 
B 0.27  0.77  0.14 

Unique 
Hue 

Selection 

Intra 

UR 1.46  4.05  0.95 
UY 1.47  3.20  0.73 
UG 1.11  4.43  0.82 
UB 1.20  3.76  0.93 
All 1.31  4.43  0.87 

Inter 

UR 2.43  5.59  1.27 
UY 2.71  5.89  1.41 
UG 2.23  5.65  1.27 
UB 3.29  6.85  1.55 
All 2.66  6.85  1.42 

  

Results and Discussion 

Observer variations 
Firstly, the inter- and intra-observer variability were 

calculated to evaluate how reliable the experiment data were. The 
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(a) (b) (c) 
   

Figure 3. The estimated OETF from measured data (solid line), the mean results (square) with 95% confidence interval and the predicted OETF (dashed line)

for 35 observers, for (a) red channel, (b) green channel, and (c) green channel. 

mean colour difference to the mean value (MCDM) using 
CIEDE2000 colour difference formula was calculated.  The mean 
value for inter-observer MCDM was calculated by averaging the 
data of 35 observers; the mean value to calculate he intra-observer  
MCDM was the average of 2 repeated data for each observer. 
Table 3 lists the inter- and intra-observer variability results. For 
visual gamma correction results, the intra-observer variations 
were ranged from 0.02 to 2.2 and inter-observer variation were 
from 0.06 to 3.2. The largest MCDM of inter- observer variability 
occurred at green channel (3.20 ΔE*

00), whereas the maximum 
intra-observer MCDM was 2.2 ΔE*

00. For unique hue selection 
task, the intra-observer values were ranged from 0.19 to 4.43 and 
inter-observer were from 0.34 to 6.85 for all observer in terms of 
MCDM. The above MCDM values was similar to those reported 
by Xiao et al. [13, 18]. The results showed that the observer 
variation of visual gamma correction is much smaller than that the 
observer variability of unique hue selection task.  

 
Figure 4. The unique hue selection results of all observers plotted on a*b* 

diagram (dot); The mean results for each test sample (square), and the mean 

results from previous study which will be used as optimization target (triangle).  

Visual gamma correction  
In Figure 3 the relative luminance was plotted as a function 

of input digital count of the matching uniform disk. Figure 3 
shown the average matching results of all observers with the 95% 
confidence interval, and ground truth data based on measured 

results of 18 steps colour-ramp samples (solid line). The power 
function (dashed line) was used to fit OETF for each observer, as 
shown in Figure 3. Each observer’s predicted OETF is within a 
small range of ground truth data, therefore, there is little bias 
introduced by visual matching which agrees well with PLCC and 
the 3th order polynomial in Xiao’s study [13]. 

 

Development of 3x3 matrix 
Figure 4 shows the unique hue selection results measured by 

spectrophotometer. And the mean results for each test sample and 
the mean results from our pilot study both are also plotted in 
Figure 4. Table 4 shows the comparison between two sets of 
unique hue data. In spite of not using display model to find unique 
hue, this study still surprisingly produced very similar result to 
our previous study. It clearly proved that unique hue was a stable 
colour indicator. There were the smallest colour difference on the 
yellow region of 0.73 ΔE*

00 and the largest colour difference on 
blue region of 4.02 ΔE*

00.  

Table 4. Comparison between two sets of unique hue results. 
(this study ■; previous study ▲)  

 h (■) h (▲) |Δh| |ΔH| ΔE00 

Red 28.3 27.3 1.1 1.2 0.87 
28.7 25.4 3.3 5.7 2.80 

Yellow 92.0 92.6 0.6 0.8 0.79 
94.4 93.7 0.7 1.1 0.73 

Green 156.4 151.7 4.7 4.1 2.27 
156.4 151.6 4.8 6.0 2.82 

Blue 238.3 248.9 10.6 6.5 4.02 
243.9 249.7 5.8 4.6 2.69 

 
It can be seen that difference between each observer’s 

selection result and mean observer result could represent the 
difference between their CMF and standard observer CMF in 
some degree. In other words, if standard observer CMF was 
replaced to individual’s CMF, the unique hue result would be 
more close to mean results of unique hue.  

So an optimization method was proposed to obtain the 3 × 3 
colour transfer matrix.  The input data included visual gamma 
values and unique data set, while the variables was the matrix. 
And there were two constraints which related to white point. The 
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Y value of white was set around 100, and the chromaticity was 
close to D65 (sRGB assumption). And objective function was to 
minimize sum of |ΔH| which compared to target unique hue angle. 
Figure 5 shows the optimal matrix for each observer in form of 
display primaries. It also shows the typical individual 
characteristics of the 35 individual observers participated in the 
current study. 

 
Figure 5. The optimal matrix for each observer in form of display gamut 

(black line); The measured gamut (bold red line). 

Performance evaluation 
To evaluate the performance of the visual method, the 

measured XYZ values of 24 MCCC samples were compared with 
those ground truth data with the XYZ values predicted from visual 
model. Because this visual model is two-stage model including 
visual gamma and visual matrix, there are three combinations for 
the visual model. First one is visual gamma combined with ground 
truth matrix (VG). Second one is ground truth gamma with visual 
colour matrix optimized from unique hue data (UH). And the last 
one is including both visual data (VGUH).  

Table 5. Performance of three visual model. 
ΔE00  

(35 obs.) Mean Min Max STDEV 

VG 1.80 0.65 4.47 0.97 
UH 1.61 0.94 4.73 0.89 

VGUH 2.21 0.65 5.01 1.08 
 

Table 5 shows performance of three visual models. It shows 
that method only applied one stage’s visual data will have better 
performance than the method applied both stages’ visual data 
when compared with measuring data. But all of them have 
reasonably good performance. However, VGUH model should 
represent individual observer’s characteristics. It includes two 
parts, VG and UH, for which the VGUH can be approximated 
using sqrt(VG2+UH2). 

Further work is ongoing to investigate the visual 
characterization method based on the display having non-D65 
peak white. The results are also quite promising.  

Conclusion 
This study proposed a visual method to characterize display. 

The goal is to include the personal vision characteristics and to 
give a more comfort performance. The visual method not only can 
estimate the OETF, but also can obtain colour transform matrix 
without measuring instruments. Visual experiments were 
conducted, which collected visual data including half-tone 
luminance match task and unique hue selection task. Thirty-five 

observers participated the experiment. A visual model was 
optimized using the data for each individual observer. The visual 
model had pretty good performance in agreement with the ground 
truth model based on the instrumental measuring data.  
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