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Abstract
This paper proposes a unified framework for capsule video

endoscopy image enhancement with an objective to enhance the
diagnostic values of these images. The proposed method is based
on a hybrid approach of deep learning and classical image pro-
cessing techniques. Given an input image, it is decomposed spa-
tially into multi-layer features. We estimate the base layer with
pre-trained deep edge aware filters that are learned on the flicker
dataset. The detail layers are estimated by the spatio-temporal
retinex-inspired envelope with a stochastic sampling technique.
The enhanced image is computed by a convex linear combination
of the base and the detail layers giving detailed and shadow sur-
face enhanced image. To show its potential, peiformance compar-
ison between with and without the proposed image enhancement
technique is shown using several video images obtained from cap-
sule endoscopy for different parts of the digestive organ. More-
over, different learned filters such as Bilateral and Lo norm are
compared for enhancement using an objective image quality met-
ric, BRISQUE, to show the generality of the proposed method.

Introduction
Colonoscopy is the "gold standard" for colorectal cancer

screening. During this procedure, a thin flexible tube called
a colonoscope is passed into the rectum. A gastroenterologist
guides the colonoscope to detect changes or abnormalities in the
distal part of the small bowel (ileum), large intestine (colon) and
rectum. Capsule video endoscopy is a distributive technology
that is used to visualize the gastrointestinal (GI) tract. While it
does not yet replace colonoscopy, it is gaining popularity as it is
less invasive and more patient-friendly than colonoscopy. It is
a swallow-able size electronic pill that takes pictures during its
way through the GI tract. The capsule itself contains a CMOS
image sensor with a light-emitting diode (LED) and lens for cap-
turing images while passing through the GI tract as well as an
ASIC transceiver with an antenna for transmitting captured im-
age data to the receiving unit along with two batteries that pro-
vide power. Compared to the traditional colonoscopy, capsule en-
doscopy does not provide high image resolution and frame rates.
The images lack apparent surface details and the directed LED
light source on the capsule usually casts shadow on surface of
tissues Fig. (1). Moreover, the images are taken under low il-
lumination, high compression ratio, and noisy medium. Image
quality and enhancement of capsule images has attracted a lot
of interest from numerous researchers, since it became commer-
cially available in 2006. Research works on enhancement of cap-
sule endoscopy image include vessel enhancement [1--4], remov-
ing or de-emphasizing specular reflections and illumination varia-
tion [5,6], and color enhancement for a better visualization [7,8].
However, despite these various methods that have been proposed
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(a) Input Image (b) Enhanced image
Figure 1: A polyp with surface structure: among 7 learned filters,
(b) shows the result of our proposed approach for with maximum
BRISQUE score

recently to help gastroenterologists enhance the images, it is of-
ten unclear how these methods are related and when one method
is preferable over another. Moreover, these approaches rely on
different techniques without forming a unified framework for cap-
sule endoscopy image enhancement.

In this paper, following the success of deep learning on var-
ious computer vision tasks such as classification, segmentation
and image enhancement, we propose a unified approach to cap-
sule image enhancement. Inspired by the recent progress in deep
edge aware filters [9] and Spatio-Temporal Retinex-Inspired En-
velope with Stochastic Sampling (STRESS) [10], we introduce
an approach which combines edge-aware image processing with
STRESS for capsule video image enhancement algorithm. The
main contribution of this work can be summarized as follows.
Firstly, we propose a unified framework that can enhance shad-
ows and detailed structures for capsule endoscopy images. Us-
ing deep edge aware filters that are pre-trained on millions of
flicker images for base layer and STRESS for detail layer, our
method provides details of tissue surfaces and reveals shadow re-
gions Fig. (1). Secondly, based on various learned filtering effects
such as bilateral [11] and Lo smoothing [12], our framework gives
different effects to give a better visualization of tissue surfaces.

This paper is organized as follows: first we introduce earlier
works for capsule image enhancement, then we present our frame-
work along deep edge aware filtering and STRESS, followed by
results and conclusion.

Background
The GI tract has different surface features that reflect or ab-

sorb the light from the capsule in different ways. The reflectance
properties of a tissue surface depend on the particular material
(blood, tumors, inflammation, etc.). Narrow band imaging (NBI)
[2] uses this concept to enhance the mucosa and vasculature. This
is done by using two set of filters that are interposed after the light

247



Convolutional Neural Network

256 Channel
map

256 Channel
map

8

Reconstruction

Reconstruction Subtraction

Figure 2: The proposed Deep-STRESS capsule video endoscopy image enhancement. Each deep edge aware filter is a two layer neural
network with shared weights and takes gradient of the luminance channel as an input (axY, ayY) and gives smoothed gradients. The
original input image is used for guided smoothed image reconstruction. The final image is computed using convex summation and is
described under proposed method.

source to restrict the incident light to two narrow bands of wave-
lengths. Similarly, flexible spectral imaging color enhancement
(FlCE) [1] is a system that estimates the spectral reflectivity of the
target tissue, reconstructs flexible spectral images with different
wavelengths calculated from conventional white light (WL) im-
ages, and develops new flexible spectral images by selecting and
reconstructing RGB wavelengths that emphasize the target [13].
These methods generally require modifying the camera design in
former case or knowing spectral properties of the light source and
camera characteristics in latter case. Among recent computational
methods that are proposed for capsule endoscopy image enhance-
ment include Rukundo et al. [3], where the authors proposed an
algorithm that uses half-unit weighted-bilinear for darker areas
and threshold weighted-bilinear method to avoid overexposure
and enlargement of specular highlight spots while preserving the
hue. Okuhata et al. [14] proposed a real-time image enhance-
ment technique that is based on the variational approach of the
Retinex theory. Moreover, in order to deal with uneven illumina-
tion and poor contrast and to reduce highlighted areas as much as
possible, gamma correction, masking and histogram equalization,
which are categorized into an image enhancement technique, can
be found in the literature.
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Deep edge aware filters
Let's denote the input color image as I and edge-aware fil-

tering operator as 1Jf(I). 1Jf(1) could be any non-linear process
that operates locally or globally in spatial image coordinate. The
main objective is to approximate this operator by minimizing a
loss function as defined in Eq. (1). Let DN be the parameters
of our deep neural network. Given T training images pairs of
(I, 1Jf(I)), the parameters of the neural network can be estimated
by minimizing the following function.

where ¢(DN(ali)) is a sparse regularization term, i.e ¢(z) =

(z2 + 82) t and Ie is the regularization weight. Note that, the op-
timization is done using squared difference of gradient images
rather color squared difference as the latter case results in blur-
ring and contains unwanted details [9].

STRESS
The human visual system exploits the statistical structure of

natural images in adjusting local contrast. For example, a relative
bright region in a very bright part of an image can appear darker.
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The main objective of the STRESS framework [10] is to estimate
for each pixel, the local reference lightness and darkness points.
Hence, the local reference lightness and darkness points makes
two envelope functions, the maximum and minimum envelopes,
completely containing the image signal. In order to estimate these
envelops, let us assume for each pixel Xo the maximum and min-
imum envelopes be Emax and Emin, respectively. In order to get a
robust estimate for the envelopes, M number of pixels are sampled
and this is repeated N number of iterations. Hence the maximum
and minimum envelope pixel for each iteration n can be estimated.

Reconstruction
The final smooth image is reconstructed from the smoothed

gradient output of the deep edge aware filter. The reconstruc-
tion considers structural information in the input image to guide
smoothing in the gradient domain. Given the output of edge-
aware filters, the smoothed version is computed by solving a
quadratic loss function similar to [9]. For completeness, the loss
function is given below in Eq. (6).

IIIt-IoI12 + j3 {llaxIt -DN' (axIo) 112+ IlayIt-DN' (ayIo) In
(6)

I;:'ax =
max x'}i E {O, ... ,M} I

(2)

I;:'in =
min x'}i E {O, ... ,M} I

Similarly, the range R and relative value V of the pixel can be
estimated as [10] Eq. (3)

where 10 is the original image and It is as computed from any of
the learned filters. ax and ay represent the partial derivative in x
and y, respectively. The first term in Eq. (6) represents similarity
between input and reconstructed smooth image, while the second
term represents gradient constancy term and j3 is a parameter bal-
ancing the two losses. Eq. (6) is solved as described in [9].

Given the average values, the local reference lightness and dark-
ness points makes two envelope functions computed using Eq. (5).

Taking the average of the relative values and range over N itera-
tions, the average values are computed as follows,

Proposed Method
Given an input RGB channel image, it is converted to the

YCbCr color space and enhancement is applied to the Y channel
of the image. This is done to make sure that the color information
is preserved as it is crucial for diagnosis [15]. The block diagram
for the proposed method is shown on Fig. (2).

Deep model
In order to decompose the input image spatially into multi-

layer features, a pre-trained edge-aware filter trained on flickr
dataset is used [9]. We used different pre-trained models that
simulate a number of base layers including bilateral filter [16],
weighted least square (WLS) smoothing [17], Lo smoothing [12],
rolling guidance filter [18], RTV texture smoothing [19] and iter-
ative bilateral filtering [20]. The dataset contains randomly col-
lected one million flicker images. The model is trained on a pair of
input image and the output of the original filter method. The pre-
trained model is trained on dataset that contain enough structural
variation for successful CNN training in multiple layers. The pre-
trained edge-aware filter model takes the gradient of luminance
channel (axY, ayY) and outputs a smoothed gradient for each of x
and y component.

(7)

(8)

D] =10 -It

D2 = 1ST -It

Ienh = KD + Itearned

D = yD] + (1 - y)D2

where y is trade-off between detail layer D] and shadow layer that
is computed from contrast enhanced version of our input image
D2 and K is a multiplier constant. While increasing y gives more

where 10 is the original image and It is as computed from any
of the learned filters. Hence D] contains detail image surface in-
formation. In the above Eq. (7), 1ST stands for local contrast
enhanced image. The final detail and shadow information is com-
puted by taking the convex linear combination of the D] and D2.

Finally, the enhanced image is given by, summing the base
layer and final detail and shadow information as in Eq. (8)

Fusion
A directed LED light source mounted on capsule endoscopy

casts shadow in the area projected by the tissue in the direction of
directed light. Moreover, due to low lighting condition and cam-
era sensor, capsule images lacks image details and contain self
shadow regions. In order enhance the details and shadow regions,
we fused lightness, detail and base layers to estimate the final en-
hanced image. The surface detail information that is provided by
the deep learned filters and STRESS are complementary in that
the former provides base layer keeping the general macro struc-
tures, while STRESS providing local lightness and darkness pixel
information. This is due to stochastic sampling explore the im-
age context around the pixel in search of the local reference for
the pixel adjustment. Deep edge aware filters adjust pixels inten-
sity to local mean and keeping edges. Given the above two local
adjustment for the target pixel, the final pixel value is estimated
using the difference in the intensity adjustment. The proposed
framework is shown on Fig. (2). The surface details of the im-
age can be estimated by removing the base layer from the original
image and shadow details are computed by subtracting from the
local contrast enhanced image. This can represented as

(5)

(4)

(3)
if Rn = 0,

and Rn
= I::'ax - I::'inotherwise

Emin =xo-vr
Emax =xo + (1- v)r = Emin +r

1 N
v= N L V

n

n=l

r= ~ f R
n
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{]
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(b) Learned filter vs Original method.
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Figure 3: Average BRISQUE score for each sequence in our test set (lower value indicates better quality). At least three frames are
selected from nine sequences containing medical findings. The base layers are computed using pre-trained weights [9]. LO, Bilateral,
Tsmooth, IterativeB , WLS, Rolling, Original stands for learned La norm filter, bilateral, RTV texture smoothing, iterative bilateral,
weighted least square, rolling guidance filter and input image respectively. Low BRISQUE score indicates higher image quality

details, the value of K controls the overall amplification of the
detail and shadow layer.

For STRESS, we used 20 number of iterations and 250 sam-
ples. K = 2.5 and y = 0.7 is set for all our experiment in Eq. (8).

Experimental Evaluation
A study done on objective image quality metric [21] sug-

gests a metric that correspond to diagnostic qualities of capsule
images. In their experiment conducted to assess image qual-
ity metrics for evaluation of capsule video endoscopy enhance-
ment techniques [21], the BRISQUE [22] metric is found to have
a good correlation with a subjective experiment conducted with
a medical doctor. BRISQUE is a natural scene statistic-based
distortion-generic blind/no-reference image quality metrics which
operates in the spatial domain. BRISQUE does not compute dis-
tortion specific features such as blocking, blur, ringing, but rather
uses scene statistics of locally normalized luminance coefficients
to quantify possible losses of "naturalness" in the image due to
the presence of distortions [21]. In this section, we evaluate our
proposed framework using different learned filters and give a vi-
sual comparison. In order to validate the proposed approach we
used nine video samples from [23] and can be downloaded from
https: / /www.ntnu. edu/web/ colourlab/ software. A total
of 37 representative informative frames with pathologies are cho-
sen from these sequences. 14 of these video frames contain polyps
or tumors. The sample sequence contains images were captured
by Given Imaging Pillcam COLON capsules and Mirocam cap-
sules. The BRISQUE score for each of learned filters is shown
on Fig. (3). Among the learned filters, rolling guidance filter
performs better in-terms of average BRISQUE score over all se-
quences with maximum average difference of 0.4239 with the
least performing learned filter, RTV texture smoothing. From Fig.
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(3), the learned filters capture similar base layer as measured by
the BRISQUE metric. However, as the framework is flexible and
it is possible to choose the best learned filter that gives the best vi-
sualization for the doctor. That is, by picking the best performing
base layer, diagnostically useful information can be enhanced for
the gastroenterologist in the sense of sharpness of image details,
contrast, with original colors tones and no artifacts.

In addition, we compare the learned filters with their cor-
responding original proposed method for bilateral filter [16],
weighted least square (WLS) smoothing [17], La smoothing [12]
algorithms. The result is summarized in Fig. (3b) and it can be
seen that the learned filters give a better BRIQUE score com-
pared to their corresponding original method. This is expected
in that, the pre-trained models are trained using a optimal param-
eters of the original method. From Fig. (3b), we can conclude
that under optimal parameters for classical Bilateral, WLS and
La filters, WLS and Bilateral filters gives the best result in-terms
of BRIQUE score. Moreover, the six edge-aware filtering oper-
ators have a nearly identical trend on BRISQUE scores as they
are trained using optimal parameters of their corresponding orig-
inal method. The corresponding original filters also have nearly
identical trend on BRISQUE as shown in Fig. (3a), under op-
timal parameters for each methods. It is important to mention
that, if different effect is required, the pre-trained model should
be retrained with new parameters for each of the six-filters. Sam-
ple visual results are provided in Fig. (4) for the best performing
methods for each image. As can be seen on Fig. (4), our pro-
posed approach enhances the detail of the tissue surfaces as well
as distant parts without the image looking washed-out. Moreover,
as it is evident from Fig. (5), showing histogram plots of the Y
channel, the proposed method gives a trade-off result between lo-
cal and global contrast enhancement methods, by shifting the dark
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Figure 4: Visual comparison of best performing learned filters result in our framework. The first two columns are from Mirocam capsules
and the the last two column image are from GivenImaging Pillcam COLON. Each image is enhanced with all the learned filters and the
filter with maximum BRISQUE score is shown. As can be seen both the distant parts and details are clearly visible.

regions of the image to mean value 0.5 without saturation of the
intensity values.

From the above results and approach, the deep neural net-
work is able to model different filters in a unified framework.
Despite the merits, it is important to mention that the model is
pre-trained for a given set of parameters of each filter. For exam-
ple, for bilateral filter the parameters are (Is = 7 for spatial and
(Ir = 0.1 for the range. Hence optimizing the parameters for best
result requires further preprocessing of the input data with fine
tuning the network.

Conclusion (a) Input Image (b) Enhanced Image

In this paper, we proposed a unified approach for capsule
video endoscopy enhancement. Our approach, Deep-STRESS,
uses classical stochastic sampling contrast enhancement tech-
nique, STRESS and deep edge aware filters to enhance the im-
ages for the gastroenterologist in the sense of sharpness of image
details, contrast, with original colors tones and no artifacts. Our
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Figure 5: Histogram comparison for input image of Fig. (4) top-
right. The histogram is computed after removing the bounding
black region. The image is enhanced with WLS, histogram is
computed only for Y channel.
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preliminary results and evaluation show very promising results in
terms of visual result and with flexible configuration for different
base layers to give optimal result. The proposed approach requires
no pre-processing or post-processing. Moreover, we showed the
performance of the proposed method with a no-reference image
quality metric BRISQUE, increasing the original image quality.
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