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Abstract. Color vision deficiency (CVD) simulation methods are
used both to simulate color vision of color-deficient people and
as input for image enhancement methods for the color-deficient.
However, a standardized method to compare simulation methods
has not yet been defined. We propose a behavioral methodology
to evaluate, compare and rank different simulation methods. By
using accuracy and response time data from a match-to-sample
experiment, we can assess behavioral performance of simulation
methods. We show firstly that the match-to-sample paradigm is
well suited to show performance differences between observer
groups; secondly, that the simulation methods do indeed simulate
the desired CVD to some degree; and thirdly, we show that the
proposed methodology can be used to rank different simulation
methods. Our results indicate that the simulation method proposed
by Brettel et al. depicts deutan CVD more accurately than the
simulation method proposed by Kotera.

INTRODUCTION

Around 4% of the population faces problems in differ-
entiating colors due to color vision deficiencies (CVDs).
CVD simulation methods emulate color-deficient vision for
normal-sighted people. Simulation methods are also used
in image enhancement methods for the color-deficient.
However, a standardized method for evaluating simulation
methods does not exist. This method would examine, if
simulation methods work, and how well they perform.
We introduce a behavioral method to evaluate simulation
methods by analyzing accuracy and response time data from
a match-to-sample experiment. In the proposed method, the
original and the adjacent simulated version of the image are
presented to the observer. He/she is asked to point out which
one is the original or the simulated version, respectively. The
response time and accuracy data are recorded, and this data
is used to evaluate and rank the simulation methods. In this
article, we investigate the questions

(i) if the match-to-sample methodology can be used to
evaluate simulation methods;

(ii) if differences between the observer groups show that the
simulation methods do simulate CVD as desired; and

Received Apr. 10, 2016; accepted for publication June 8, 2016; published
online Aug. 16, 2016. Associate Editor: Susan Farnand.

106

(iif) if differences in the accuracy and/or response time data
can be used to rank the simulation methods.

BACKGROUND
The majority of people with trichromatic color vision can
differentiate millions of colors under certain viewing con-
ditions. Photosensitive sensors called cones on the retina of
the human eye contain pigments that make them sensitive to
light of different wavelength: L-, M- and S-cones are sensitive
to long, medium and short wavelengths, respectively [1,
Chapter 5] [2, Chapter 6]. For the color-deficient, however,
the cone sensitivities are either slightly shifted as compared to
the normal-sighted (anomalous trichromacy) or certain cone
types are missing all together (dichromacy) [3, Chapter 4]
[2, Chapter 6]. This leads to either a reduced ability to
differentiate some colors for anomalous trichromats, or the
inability in perceiving certain colors at all for dichromats.
CVDs can be found in about 8% of the male population,
where CVDs along the red-green axis are most common*
[3, Chapter 3]: CVDs related to the L-cones are called protan
anomaly and protanopia [3, Chapter 4] [2, Chapter 6]. The
respective terms for CVDs related to M-cones are deutan
anomaly and deuteranopia. CVD tests are used to find out
if a person is color-deficient, and/or to investigate the type
and severeness of a CVD. Popular CVD tests are, for example,
the Ishihara test,” the Hardy-Rand-Rittler (HRR) test,® the
Farnsworth D15 test,” the Lanthony D15 desaturated test® or
the anomaloscope.” Some digital CVD tests exist as well. 01!
Color-deficient people perceive colors differently. Col-
ors along the red-green axis, for example, are mapped
toward colors along the yellow-blue axis or toward neutral
colors for protan and deutan color-deficient people.'?
Therefore, CVD simulation methods have been developed
to emulate color-deficient vision for the normal-sighted.
A variety of simulation methods exist.!?=2° Brettel et al.!?
proposed a dichromat simulation using a projection in
three-dimensional LMS color space onto a plane that is
visible for both trichromats and dichromats. Viénot et al.?
simplified this method for the usage on CRT screens by
computing a color map of the standard palette with 256 colors
in order to simulate images for protanopes and deuteranopes.
Capilla et al.'* derived a more general analytical blueprint
from the Brettel method for color vision models that
fulfill certain requirements. The CVD simulation method
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by Meyer and Greenberg'! projects colors along confusion
lines onto an axis that looks the same for dichromats
and normal-sighted in the CIEXYZ chromaticity diagram.
Kotera’s approach!” converts the original image into the
perceptual IPT color space,?! and reducing the contribution
of the P-channel for protan and deutan color-deficient.
This last simulation method provides both the simulation
of dichromatic and anomalous trichromatic vision. Yang
et al.!% proposed another CVD simulation for anomalous
trichromats based on shifting the sensitivities of the tradi-
tional LMS color matching functions by a A wavelength.
A unified color vision model to simulate both anomalous
trichromacy and dichromacy based on the state model has
been discussed by Machado et al.!” Anomalous trichromacy
can be obtained similar to the simulation method by Yang
et al. Finally, Flatla and Gutwin!® presented a personalized
CVD simulation based on empirical measurement of color
differentiation abilities that can also simulate anomalous
trichromacy. Accurate simulation methods are essential for
most so-called daltonization methods, which are automatic
methods that improve the perception of images for the
color-deficient by, for example, supporting the attentional
mechanism through increased contrast between confusion
colors and/or other strategies. Daltonization methods often
require the simulation of the original image as input. Thus,
it is important that CVD simulation methods simulate color
perception of the color-deficient as accurately as possible
for optimal daltonization results. How well CVD simulation
methods represent color perception of the color-deficient is
thus the key research question of this article.

Color perception is in its core an entirely subjective
experience. But internal subjective processes can be assessed
somewhat objectively. Behaviorism has the goal of forming
psychological theories from observable events. Experiments
are used, in which a sensible stimulus causes a measurable
reaction in an observer [22, Page 14]. Match-to-sample is
a behavioral methodology, in which a sample stimulus or
target stimulus is presented to an observer adjacent to two
or more comparison stimuli [22, Page 251f]. It is used to
measure the performance of the short-term memory. The
observer is asked to choose the correct stimulus that matches
the sample stimulus. For each observation, it is recorded
whether or not the observer answered correctly, and the
sum of all correct answers for all observations and observers
results in the accuracy value of the experiment. In a so-called
delayed match-to-sample experiment, the comparison stimuli
are presented after a short delay and in absence of the target
stimuli allowing the measurement of further short-term
memory influence on perception [22 Pages 251-252]. In
this case, the response times from the observers are included
in the analysis.?>?* We showed in previous studies how
the behavioral paradigm can benefit the field of image
processing: as mentioned before, daltonization methods are
meant to improve visual perception of the color-deficient by
supporting the visual attention mechanism. Two different
visual-search methods have been introduced to evaluate
and rank daltonization methods based on measuring the
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effect of daltonization on the performance of the attentional
mechanism.>>?% Simulation methods, on the other hand,
emulate the subconscious reflexive mental imaginary of
color-deficient observers rather than a subjective conscious
perception. An image simulated with an accurate simulation
method will make the simulated and the original image
look close to identical. This will consequently create a
significant challenge on the short-term memory when both
image versions are presented adjacent to each other. We argue
therefore that a behavioral match-to-sample method is well
suited to evaluate CVD simulation methods.

METHOD AND IMPLEMENTATION

We presented in a previous article?’ a behavioral experiment
using the match-to-sample paradigm in order to evaluate
CVD simulation methods, called Sample-to-Match Simula-
tion Evaluation Method (SaMSEM). The method is used to
show whether or not observers can perceive the difference
between an original image and its simulated version. The
SaMSEM methodology can be summarized as following
(Figure 1):

(i) A fixation screen is shown for 1250 ms. Then, a target
image is randomly shown either in its original version or
in one of its simulated versions for 1250 ms.

(if) After disappearing and showing the fixation screen for
another 250 ms, the image reappears in two comparison
versions, the original and the simulated version, located
next to each other. One of the comparison images is the
target image that has just been presented to the observer
before, placed randomly either to the left or to the right
side of the screen.

(iii) The observer is asked to click on either the left or
the right arrow key of the keyboard depending on the
position of the correct version on the screen. He/she
is asked to answer as quickly and as accurately as
possible. The program records the response time and
whether or not the observer has answered correctly.
The randomization for the target image version and its
location is meant to minimize several biases.

Forty-four different images have been chosen according
to the color image quality classification attributes by
Pedersen?® with minor adjustments for the color-deficient:
predominant color hue/s (red, yellow, green, cyan, blue,
magenta and/or multicolored), protan/deutan/normal color
contrast, overall lightness and saturation, memory colors like
skin color (African, Asian and/or Caucasian), sky blue and/or
grass green, large areas of the same color including neutral
colors, color transitions, fine details and busyness. There
are natural images and graphical images such as drawing,
transportation plans and flags. Images have been chosen with
vivid and/or neutral colors, and colors that were difficult to
differentiate for the color-deficient and/or colors that were
easy to distinguish for everybody (Figure 2).

In the present study, we investigated only dichromacy
simulation methods because these methods are commonly
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Figure 1. The workflow of the proposed method: at first, the target image is presented to the observer. In the above example the simulation is shown.
Secondly, the image is presented in its original and one simulated version, and the observer has to decide whether the target image that he has just seen
before is now located on the left or on the right side of the screen. In the above example, the observer is correct, if he/she clicks on the left arow key.
The program records response time and correctness, and moves on fo the next target image.

(i) Low red—green (ii) Medium red— (iii) Stron red— (iv) Strong blue— (v) Color transition
contrast. green contrast. green contrast. green contrast. gradients.

(vi) Large areas (vii) Skin memory (viii) Sky-blue (ix) Information (x) Transportation map.
of gray. colors. memory color. graphics.

Figure 2. Selected examples of images used in the experimentation. Images in 2(i)=2[iii), 2(vi] and 2[viii) by Joschua Simon-liedtke, image in 2(iv) by
Flickr@nhoulihan (CC BY 2.0), image in 2[v) by Ivar Farup, image in 2(vii) reproduced by courtesy of Carl Pilon (Flickr@Pilou), image in 2(ix) scanned by
the authors from the Hardy-Rand-Rittler (HRR) test,® and image in 2[x) reproduced by courtesy of Truls Lange.

used in multimedia devices like browsers, smart phones, gamuts used in color science and the industry: the Brettel
and so forth. We decided to concentrate on three main method is based on the LMS color space, the Kotera method
CVD simulations representing three major color spaces and is based on the IPT color space, and the Vienot method
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is based on a typical CRT screen gamut. We additionally
introduced some adjustments to the Vienot method. Since
its publication in 1998 when CRT screens were the standard,
LCD screens that follow the sSRGB standard have been taking
over. In the original article, Viénot et al. convert the original
DAC values to linear RGB by using a noncomplex gamma
transform. This step has been replaced with the standard
companding procedure defined by the SRGB specification.?’
From the same specification, the SRGB2XYZ matrix has
been used, in addition to the XYZ2LMS matrix by Smith
and Pokorny [1, Page 615]. The adjusted Vienot method
represents therefore the widely used sSRGB color space. Lastly,
we included a control dummy method that reduces the
chroma of the image to zero. The control dummy method
makes the difference between original and “simulated”
version obvious to both normal-sighted and color-deficient
observers.
We expect several observations:

(i) We expect differences in both accuracy and response
time data between normal-sighted and color-deficient
observers. Namely, we predict lower accuracies and
higher response times from color-deficient observers.
Since original and simulated version look close to
identical for the color-deficient, they are expected
to make more mistakes in spotting the differences
and/or need more time to find the correct target
image among the comparison images. Normal-sighted
observers are expected to see differences between
original and simulated versions quickly, and to make less
mistakes.

(ii) For the ranking of different simulation methods, we
expect low accuracies and high response times from
color-deficient observers for a good simulation method.
We expect an accuracy of around 0.5 for a perfect
simulation method, which would represent a random
choice of two indistinguishable representations.

(iii) The dummy method is expected to have the highest
accuracy and the lowest response times. This method is
mainly used to prove the validity of our method.

The accuracy is given by the formula [30, Chapter 6]:*!

. N
ACC=p=—"2 (1)
Ntotal
iotal 1S the total number of observations, and ngy is the
number of correct observations. The confidence interval has
been computed with the Wilson interval score:*!

1 N z2

[p-(1=p)  2*
+ +z +—1. (@)
z2 2notal Ntotal 4n?

Furthermore, we implemented the x? test and the paired
Student-t tests (The latter did not give any further insights
and has therefore been excluded in the following analysis.)
[30, Chapter 8] for the statistical analysis of the accuracy
data, and the Mood’s median test [32, Pages 394-399] for

1+
Mtotal
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the analysis of the response time data. A test level of 5%
for statistical significance has been chosen for all tests.
Furthermore, we plotted Q-Q plots in order to investigate
the (log-)normality of the response time distributions.** The
statistical data was analyzed using various Python libraries,
namely the NumPy, the Matplotlib, the SciPy (especially
the stats package for the statistical tests), and the Pandas
libraries.>*~37

Four CVD tests have been used to investigate type
and strength of deficiency: the Ishihara, the HRR, the
Farnsworth D15 and the Lanthony desaturated D15 tests.
The Ishihara test was used to identify normal-sighted from
color-deficient observers. Type and severeness of the CVD
were investigated with the HRR test. These results were
confirmed with the Farnsworth D15 and the Lanthony D15
tests. The applied CVD tests, however, could not separate
clearly between dichromats and anomalous trichromats,
which would require an anomaloscope. We decided to
focus on deutan color-deficient observers only for this
experimentation because this observer group makes up
about 75% of all color-deficient people [3, Chapter 3].
We conducted the experiment with 24 observers: 10 with
normal color vision, and 14 with some sort of deutan CVD.
According to the HRR test, 9 observers showed signs of
strong, 3 observers showed signs of medium, and 2 observers
showed signs of mild deutan CVD.

The method was implemented with PsychoPy2*® on
two PCs running Windows 7, and calibrated with Eye-One
Match Pro to medium white, a gamma of 2.2 and illuminance
of 120 lux. The luminance of the surrounding fluorescent
D50-like lights was set to ca. 30 lux (CCT of 4230 K) for the
experiments, and ca. 200 lux (4230 K) for the CVD tests. The
luminance of the table for the CVD tests was about 38cd /m?>
measured with a Konica Minolta CS 100 spectroradiometer
under a 45°/0° viewing angle.

RESULTS AND ANALYSIS

Analysis of the Accuracy Data for Deutan Color-Deficient
Observers

All deuteranopia simulation methods excluding the dummy
method collapsed result in the following accuracies (Fig-
ure 3(i)): normal-sighted observers with 0.98 (from 1471 ob-
servations), deutan color-deficient observers with 0.80 (from
2284 observations). The x?2 test reveals that both values
are indeed statistically significantly different: a p-value of
2.3 x 1072, which is virtually identical to zero, agrees with
the observation from the accuracy graph since the accuracy
values are very different from each other and their confidence
intervals do not overlap. The observers in the first rounds of
experimentation were shown the four simulated versions of
all 44 images once. Then, we reduced the number of images
gradually to 32 images, in order to reduce experimentation
time and to avoid observer fatigue. We removed images
that had similar or identical image quality attributes as
explained in Method and Implementation. This is the reason
why the observations are more than 32 x 4 x 10 = 1280
but less than 44 x 4 x 10 = 1760 for normal-sighted
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Figure 3. Accuracy (left) and response fime data (right) of the deuteranopia simulation methods for normal-sighted and deutan colordeficient observers.
The versions of all simulation methods excluding the dummy method are collapsed.
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Figure 4. Accuracy (left) and response time data [right) of the individual deuteranopia simulation methods for deutan colordeficient observers.

observers, and more than 32 x 4 x 14 = 1792 but less than
44 x 4 x 14 = 2464 for deutan color-deficient observers.
Since no paired data is used in this analysis, we included all
observations in the following discussion. The high accuracy
value for normal-sighted observers shows that this observer
group can clearly perceive the difference between the original
and the simulated versions. The accuracy of below 1.0
can be explained by target images containing only a few
confusion colors. Thus, these images were little affected by
the simulations, and the simulated versions looked close
to identical to the originals for the normal-sighted as well.
The lower accuracy for deutan color-deficient observers
indicates that they have difficulties in seeing the differences
between the originals and their simulated versions. This
supports the hypothesis that the simulation methods do
simulate deutan CVD to some degree. The fact that the
accuracy value is statistically significantly higher than 0.5, as
expected for a perfect simulation, suggests that none of the
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simulation methods is completely accurate. Color perception
and CVDs are very personal and subjective experiences
as mentioned in Background. There are different types
and severities of CVDs, and many of our observers were
anomalous dichromats for example. Dichromacy simulation
methods can therefore represent individual color deficiencies
only to a certain degree. At the same time, the investigated
deuteranopia simulation methods have been chosen because
they represent the lowest common denominator for a given
observer group since the methods were designed to emulate
an average deutan color-deficient observers. The individual
deuteranopia simulation methods ranked by accuracies
result in the following accuracy values (Figure 4(i)): the
dummy method with 0.98 (from 502 observations), the
Kotera method with 0.83 (from 756 observations), the
Vienot-adjusted method with 0.80 (from 522 observations),
the Vienot method with 0.79 (from 507 observations), the
Brettel method with 0.77 (from 499 observations). The data
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Figure 5. Normality plots for the response time data of deutan colordeficient observers for the Brettel deuteranopia simulation.

Table 1. Statistical analysis of the accuracy data (top) and response fime data
(bottom) between the individual simulation methods for deutan color-deficient observers.
Statistically significant values are emphasized.

Vienot-udjusted ~ Kotera  Brettel Dummy

(a) p-values of the x 2 test

Vienot 0.70 01l 046 1.3x1072
Vienot-adjusted X 0.24 0.25 2.1x10°20
Kotera X X 0.02 9.5x 10718
Brettel X X X 3.5x10724
(b) p-values of the Mood's median test
Vienot 0.92 0.95 0.10 4.4x10734
Vienot-adjusted X 098 02 2.7x10735
Kotera X X 014 7.5x10731
Brettel X X X 3.8x 10740

set is not complete for all observers due to practical reasons,
and thus the observation numbers are different. The accuracy
of the dummy method is statistically significantly higher
than the accuracies of any other method (Table Ia). This
supports our hypothesis that the accuracy data can indeed
be used for the evaluation of CVD simulation methods as
expected. Moreover, the Brettel method has a statistically
significant lower accuracy than the Kotera method (Table Ia).

In Method and Implementation, we correlated lower
accuracies to more accurate simulation performance. This
means that the Brettel method simulates deutan CVD
more accurately than the Kotera method because deutan
color-deficient observers confuse the originals more often
with the Brettel versions than with the Kotera versions.
This makes sense because the Brettel method has a unique
implementation for deutan CVD, whereas the Kotera method
represents a simulation strategy for both protan and deutan
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CVDs combined. In the Kotera method, the P-channel of
the IPT color space is omitted. The P-channel represents
the information that is predominantly lost by protan
color-deficient observers.?!

Finally, the Vienot and the Vienot-adjusted methods
have no statistically significant difference to the Kotera and
the Brettel methods. The similarity to the Brettel method is
not surprising because both methods are simplified versions
of the same idea. However, we would have expected more
obvious differences since different color spaces are used in
their respective simulation models.

Analysis of the Response Time Data for Deutan
Color-Deficient Observers

In the analysis of the response time (RT) data, we included
only response times of correct observations. This is common
for the analysis of this data type.”* The response time data
is not distributed normally, neither is the log distribution
(Figure 5). Consequently, we analyzed the median values
of the distributions rather than the mean values. The box
plots in Figs. 3(ii) and 4(ii) show the median as a red line;
the notches represent the width of the confidence interval
of the median, computed by a Gaussian-based asymptotic
approximation;* and the whiskers indicate the interquartile
range of the distribution: it is computed as 1.5 times the
third minus the first quartile following statistical standards.>
When the min or max of the distribution lies within
the whiskers, the min respectively the max are plotted as
whiskers instead.

The response time data of all deuteranopia simulation
methods collapsed excluding the dummy method are
shown in Fig. 3(ii). The median RT of deutan observers
is statistically significantly higher than the median RT
of normal-sighted observers. This is confirmed by the
Mood’s median test: a p-value of 1.4 x 1072* that is
virtually identical to zero, shows that the median RTs of
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deutan color-deficient observers is statistically significantly
higher than the median RT of normal-sighted observers.
Deutan color-deficient observers need more time than
normal-sighted observers to spot differences as expected.
This supports the hypothesis that response time data could
be used to measure behavioral performances of simulation
methods.

The median RTs of the individual deuteranopia sim-
ulations for deutan color-deficient observers are more
homogeneous than the accuracies (Fig. 4(ii)). The dummy
method has a statistically significantly lower median RT
than any of the remaining methods as expected (Fig. 4(ii)
and Table I(b)). This and the higher accuracy supports the
validity of our setup: deutan color-deficient observers see
the originals more similar to the simulated versions than to
the grayscale versions. The statistical analysis of the response
time data shows no further differences between any of the
remaining simulation methods (Fig. 4(ii) and Table I(b)).
The median RTs fail to be usable for the ranking of the
investigated simulation methods. The results suggest that
the response time data is much less sensible in detecting
differences between simulation methods. One reason might
be that at least the Vienot, Vienot-adjusted and the Brettel
methods are too similar.

DISCUSSION

The analysis revealed two major points: Firstly, there are
measurable differences in both accuracy and response time
data between deutan color-deficient and normal-sighted
observers. This proves the general validity of using the
behavioral paradigm for the evaluation. It also shows
that the investigated simulation methods emulate color-
deficient vision adequately. Secondly, the accuracy data
shows differences in at least one pair of the investigated
simulation methods. The response time data in contrast
is not sensible enough to detect any differences. Since
only one statistical test reveals measurable differences,
a complete ranking of the investigated methods is not
possible. Our assumption a priori that simulation methods
based on different color spaces would result in more
measurable differences could not be confirmed. However, the
results from the different observer groups indicate that our
proposed method can be used for ranking in future studies
under certain circumstances. In order to obtain statistically
significant differences, the widths of the accuracy confidence
intervals have to be reduced. This can be done by increasing
the number of observers. Thus, the presented results serve
mainly as proof of concept for using the behavioral paradigm
in the evaluation of CVD simulation methods.

There is some more interesting feedback from the
results. The chosen simulation methods give similar visual
results to begin with, and the accuracy data echo this
similarity. The Vienot and Vienot-adjusted methods for
example are simplified variations of the Brettel method.
The theoretical correctness of these simulations has been
reduced to obtain a simpler implementation. Thus, the
three methods could be used in different settings depending
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on the requirements for correctness and performance. In
cases where a more accurate solution is necessary, the
Brettel method could be used. Likewise, the Vienot or
Vienot-adjusted methods could be used in cases, where a
simpler and more resource preserving solution is needed.

As mentioned in Method and Implementation, the
images in the image database have been chosen according
to different image quality attributes. Most observers reported
during discussions after the experimentation that images
with strong red-green contrast were easier to distinguish
than images with huge areas of neutral colors or predomi-
nantly yellow-blue contrast. However, the data obtained for
this experimentation did not give enough data points in order
to support these observations statistically.

A general advantage can be seen in contrast to psy-
chometric scaling experiments based on Thurstone’s law of
comparative judgment® that are most commonly used in
color imaging, like for example pairwise comparison [41,
Chapter 8]. These experiments map visual stimuli varying
along more than one measurable physical dimension to
subjective perceptions like overall quality, naturalness, and so
forth [42, Page 10], in order to assess subjective perception
of certain image quality attributes. However, simulation
methods do not emulate singular image attributes only, but
the overall visual mental imagery of the color-deficient.
Behavioral experiments in contrast assess the more or
less subconscious, reflexive but objective reactions of the
HVS rather than a subjective perception.???* Especially
match-to-sample experiments are known for measuring
these behavioral responses to a given stimuli [22, Page 251].
Thus, our proposed match-to-sample method show more
accurately how similar or different simulation methods
perform because it is based on the behavioral response of the
HVS rather than on subjective judgments.

The question arises if the given observers are represen-
tative for deutan color-deficient in general. The number of
observers has been chosen according to an ISO guideline
recommending at least 10 observers in psychophysical
experimentations.’> A survey of relevant literature shows
that between 10 and 20 observers are commonly used
for experimentations in image processing and behavioral
science.?>*4~46 The MacAdam ellipses, for example, are
based on the observations from one observer only. We argue
that the chosen number is high enough for a proof of concept
of our proposed method. Another question is related to
multiple inference: due to multiple statistical comparisons
between simulation methods, it could be necessary to
adjust the test level of 5% according to the Bonferroni
correction, and so forth. However, it is a common praxis
in image processing to use an individual test level of 5%
for each comparison. This can be seen, for example, for the
comparison of gamut mapping algorithms.*’ Also, a CIE
guideline recommends to solely account for the number of
observers in the analysis, and not to account for the number
of algorithms [48, Section 15.2.3].

In future work, we will use our proposed method
to evaluate more CVD simulation methods with a higher
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number of observers. We will implement a web-based
application of the proposed method in order to reach a
broader spectrum of relevant observers. A higher number of
observers will lead to smaller confidence intervals and more
statistically significant differences between the simulation
methods as mentioned before. Using more observers will
also give us the opportunity to group images from the
database by different image attributes like for example
predominantly protan, deutan or tritan contrast. Moreover,
we will analyze how observers with different CVD severities
perform for a given dichromacy simulation method. Using
more homogeneous observer groups will also result in
less variances for the results and narrower confidence
intervals. In future work, we will also analyze performance
for anomalous trichromacy and other personalized CVD
simulation methods.!%"1%-1 In that way, we will investigate if
personalized CVD simulation methods perform better than
standardized dichromacy simulation methods.

CONCLUSION

We presented a proof of concept for using the behavioral
paradigm for the evaluation of CVD simulation methods.
Our proposed method analyzes the response time and
accuracy data from a match-to-sample task in order to
evaluate, compare and rank performance of simulation
methods. The results from the experiment of normal-sighted
and deutan color-deficient observers show a clear difference
in both response times and accuracies for deuteranopia
simulation methods. This supports firstly the hypothesis that
the behavioral paradigm is indeed suited for the evaluation.
Secondly, it shows that the simulation methods do actually
simulate color-deficient vision. A consistent ranking was not
possible in the present study, but the accuracy data revealed
that the Brettel method seems to perform better than the
Kotera method. It could be seen that the accuracy data is
much more sensible in detecting behavioral differences than
the response time data. In future work, we will compare
more simulation methods including personalized methods
for anomalous trichromacy, with more observers including
protan color-deficient observers.
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