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Abstract 
For accurate color and spectral reflectance reproduction, we 

propose a novel eleven-band acquisition system using a nine-view 

stereo camera. The proposed system consists of eight monochrome 

cameras with eight different narrow band-pass filters and an RGB 

camera. To generate an eleven-band image, the shapes of the nine 

captured stereo images are transformed to correct registration 

displacement caused by stereo parallax. In the process of 

correspondence search between stereo images, the phase-only 

correlation method (POC) is used. The most significant point of 

our method is that the captured RGB image is converted into 

narrow-band images for accurate correspondence search. The 

detected corresponding points are used for estimating parameters 

of image transformation and an eleven-band image is generated. 

By comparing with conventional method, experimental results 

show that the accuracy of correspondence detection and spectral 

reflection estimation is improved 

Introduction  

In digital archiving for cultural heritage preservation, in the 

medical field, and in some industrial fields, high-fidelity 

reproduction of color, gloss, texture, three-dimensional (3-D) 

shape, and movement is very important. Multi- or full-spectrum 

imaging can provide accurate color reproduction. Although several 

types of multi-spectral camera systems have been developed [1-6], 

all of them are multi-shot and cannot take still images of moving 

objects and moving pictures.  

Ohsawa et al. developed a six-band HDTV camera system [7]. 

However, the system requires very complex and expensive 

customized optics, which makes it far from practical. The 

equipment costs must be reduced in order to make multi-spectrum 

video systems pervasive. To meet this requirement, several one-

shot stereo six-band image capturing systems that combine multi-

spectrum and stereo imaging technologies have been proposed [8-10]. 

They are based on two consumer-model digital cameras or a digital 

stereo-camera and color filters. These systems achieve the 

averaged color difference of dEa*b*= 1.21 (24 color patches of 

Macbeth ColorChekerTM). Moreover, Tsuchida et al. have also 

been developing a stereo nine-band camera system for improving 

the accuracy of estimated spectral reflectance [11]. This system 

consists of nine synchronized monochrome cameras with nine 

different narrow band-pass filters and can record moving pictures. 

To generate a nine-band image, the captured nine stereo images are 

transformed its shape to correct registration displacement caused 

by stereo parallax. Image transformation parameters are estimated 

using the detected corresponding points between the reference 

image and the other. However, the correspondence search among 

the captured images sometimes does not work well when there is a 

large difference in the texture appearance of each band image. The 

differences are caused by the narrowness of band-pass width of the 

filter.  

In this paper, we propose a nine-view eleven-band stereo 

camera system consisting of eight monochrome cameras with eight 

different narrow band-pass filters and a RGB camera. This system 

can acquire an eleven-band image. The image captured by the 

RGB camera is regarded as a reference image and is converted into 

an image captured by a monochrome camera with a band-pass 

filter to be used for improvement of correspondence search 

accuracy. To show effectiveness of our method, the number of 

detected corresponding points obtained using the proposed method 

is compared with the results for a stereo nine-band camera system 
[11], and the estimated spectral reflectance and images of color 

reproduction are shown in experiments. 

Eleven-band stereoscopic camera 

Figure 1 shows the proposed eleven-band stereoscopic camera 

using nine digital cameras. The RGB camera is mounted at the 

center of the camera array. A different narrow-band-pass filter is 

attached to the lens of each monochrome camera. This system can 

acquire an eleven-band image in one shot; three broad-band 

images corresponding to a normal RGB image and eight narrow-

band images. Figure 2 shows a set of images captured at 450 nm 

Figure 1. Eleven-band stereoscopic camera system. 
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(top) and 700 nm (bottom) using the proposed camera system. . A 

comparison of the two images shows that the observed texture 

depends on the wavelength and looks quite different.  

There are four main steps for generating an eleven-band 

image: (1) generation of a narrow-band image from a captured 

RGB image, (2) sub-pixel correspondence search between captured 

and generated narrow-band images, (3) geometric correction of the 

image to generate an eleven-band image, and (4) color 

reproduction.  

Generation of narrow band-pass image from 
captured RGB image 

The proposed system acquires an RGB image and eight 

monochrome images. Let the RGB image be a reference image in 

the correspondence search. To improve accuracy of 

correspondence detection, the RGB image is converted into a 

monochrome image that has been captured by a monochrome 

camera with the band-pass filter. We applied the idea of a virtual 

multispectral camera to image conversion [12]. 

First, spectral reflectance is estimated from the captured RGB 

image. Let the spectral power distribution of illumination and 

spectral reflectance of the object be )(λW  and )(λf . The 

observed spectrum is represented as 

)()()( λλλ fWv = ,  (1) 

where λ  is the wavelength. Let us consider a situation where 

the reflected light is captured using a sensor. Let the spectral 

sensitivity of the sensor be S . Let the matrix whose diagonal 

elements represent the spectral power distribution of illumination 

be W . Equation (1) can be rewritten into vector representation as 

Wfv = .  (2) 

Using the Wiener estimation method [13], spectral reflectance 

is estimated from the signal of the RGB camera, 

HfSWfc ==RGB , as  

RGBGcf =ˆ ,      1}{ −= tt HRHRHG ,   (3)  

where G  is the Wiener estimation matrix obtained from H  and 

R  is a priori knowledge about the spectral reflectance of objects. 

We used a correlation matrix R , which is modeled on a first-order 

Markov process covariance matrix, in the form 
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where 10 ≤≤ ρ  is the adjacent element correlation factor; we set 

999.0=ρ  in our experiments.  

Here, let us consider image capturing simulation using f̂ , and 

a virtual camera whose spectral sensitivity is represented as vS . 

The calculated signal of the virtual camera is represented as  

RGBvvv WGcSfWSc == ˆ .  (5) 

Equation 5 shows that RGB camera signals RGBc  can be 

converted into multispectral data captured using a VMSC with vS .  

Phase-Only Correlation (POC) function 

To find corresponding points between a stereo image pair, we 

use local block matching in combination with sub-pixel 

correspondence matching by the phase-only correlation (POC) 

method [14]. POC, a high-accuracy image matching technique, uses 

phase information in the Fourier domain to estimate translation 

between two images with sub-pixel accuracy. Details of POC are 

described in the following. 

Figure 2. Sample of captured narrow-band images.  (Top: 450 nm 

Bottom: 700nm) 
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Consider two 1N x 2N  images, ),( 21 nnf  and ),( 21 nng , where 

we assume that the index ranges are 111 ,, MMn L−=  and 

222 ,, MMn L−=  for mathematical simplicity, and hence 

12 11 += MN  and 12 22 += MN . Let ),( 21 kkF  and ),( 21 kkG  

denote the 2-D discrete Fourier transforms (DFTs) of the two 

images. ),( 21 kkF  and ),( 21 kkG  are given by 
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Mn . ),( 21 kkFA  and ),( 21 kkGA  are amplitude 

components, and ),( 21 kkj Fe θ  and ),( 21 kkj Ge θ  are phase 

components. The cross spectrum ),( 21 kkR  between ),( 21 kkF  and 

),( 21 kkG  is given by 

),(),(),( 212121 kkkkkk GFR = , 

       ),(2121 21),(),( kkj
GF eAA kkkk θ= ,   (8) 

where ),( 21 kkG  denotes the complex conjugate of ),( 21 kkG  and 

),(),(),( 212121 kkkkkk GF θθθ −= . On the other hand, the cross-phase 

spectrum (or normalized cross spectrum) ),( 21ˆ kkR  is defined as 
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The POC function ),( 21ˆ nnr  is the 2D inverse DFD of ),( 21ˆ kkR  and 

is given by 
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Sub-pixel correspondence search 

Consider ),( 21 xxcf  as a 2-D image defined in continuous 

space with real-number indexes 1x  and 2x . Lets 1δ  and 2δ  

represent sub-pixel displacement of ),( 21 xxcf  in 1x  and 2x  

directions, respectively. So, the displaced image can be represented 

as ),( 2211 δδ −− xxcf . Assume that ),( 21 nnf  and  ),( 21 nng  are 

spatially sampled images of ),( 21 xxcf  and ),( 2211 δδ −− xxcf , 

defined as 

     2221112121 ,),(),( TnxTnxc xxnn ff === ,     (11) 

     222111221121 ,),(),( TnxTnxc xxnn gg ==−−= δδ ,    (12) 

where 1T  and 2T  are the spatial sampling intervals, and index 

ranges are given by 111 ,, MMn L−=  and 222 ,, MMn L−= . Let 

),( 21 kkF  and ),( 21 kkG  be the 2-D DFTs of ),( 21 nnf  and ),( 21 nng , 

respectively. Considering the difference of properties between the 

Fourier transform defined in continuous space and that defined in 

discrete space carefully, we can now say that 
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The POC function ),( 21ˆ nnr  will be the 2D inverse the DFT of 

),( 21ˆ kkR  , and is given by 
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where 1=α . The above equation represents the shape of the peak 

for the POC function for common images that are minutely 

displaced from each other. The peak position of the POC function 

corresponds to the displacement between the two images. We can 

prove that the peak value α  decreases (without changing the 

function shape itself), when small noise components are added to 

the original images. Hence, we assume 1≤α  in practice. See more 

details in Shibahara et al. [15]. 

Generation of eleven-band image and color 
reproduction. 

The monochrome images captured with the band-pass filter 

are transformed and adjusted to the RGB image. To estimate 

parameters for image transformation, the corresponding points 

obtained from the POC-based correspondence matching are used. 

Projective transformation is a simple method and works well for 

two-dimensional (2-D) objects. However, when the target object 

has a 3-D shape, several adjustment errors remain when projective 

transformation is applied to the whole image. The adjustment 

errors cause artifacts (e.g. double edges or pseudo color) to the 

resultant images of color reproduction. To avoid the adjustment 

errors, there are two approaches. One is to divide the captured 

images into several sub-images and apply projective 

transformation to each sub-image. Then, all transformed sub-

images are merged into the whole image of the band. Projective 

transformation models are suitable for implementation on Graphics 
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Processing Units (GPUs), since their computations can be 

performed in parallel. The second approach is to adapt nonlinear 

transformation like the thin-plate spline (TPS) model [16] to the 

image transformation. For 3-D objects, which have a more 

complex shape, TPS-based image transformation can work better 

than projective transform [17]. However, computational cost 

becomes much larger.  

Spectral reflectance of the object is estimated from the 

obtained eleven-band image using the Wiener estimation method. 

A color image for display ion a monitor is obtained using the 

estimated spectral reflectance, spectral power distribution of 

illumination for observation, and tone-curves and chromaticity 

values of primary-colors of the display monitor. Even when the 

illumination light used at the observation site is different from 

that for image capturing (e.g. daylight is used for image capturing 

and a fluorescent lamp is used at the observation site), the color 

observed under the observation light can be reproduced as if the 

object is in front of observers. 

Experiments 

Characteristics of the experimental equipment 

A color digital camera and eight monochrome digital 

cameras (GRAS-20S4C and GRAS-20S4M, Point Grey Research 

Inc.) with the IEEE 1394 b (800 Mbit/s) interface are used. These 

camera can write out raw image data without any color correction 

and can take 2-M pixels images (1600 x 1200 pixels), each of 

which has bit depth of 10 bits. The frame rat e of image transfer is 

15 fps at maximum for a full-size image, but 30 fps can be 

achieved when image size is reduced to 800 x 600 pixels (XGA). 

All cameras are synchronized by using a function generator and 

images of moving objects can be taken as still- or moving images. 

The baseline length of the two neighboring cameras is 55 mm. 

 Figure 3 shows the spectral sensitivities of the nine cameras 

used in this experiment. Visible wavelength is divided in to eight 

with little overlap. Note that each camera has sensitivity higher 

than 400 nm and lower than 730 nm since the UV- and IR-cut 

filters are attached to the image sensor. Before starting the 

experiments, the spectral sensitivity of the cameras, the 

illumination spectrum, and monitor characteristics (primary color 

and tone curves) were measured. 

Results  

First, we confirmed the accuracy of the estimated spectral 

reflectance by comparing it with that measured with a 

spectrometer. As a target object, we used Macbeth 

ColorCheckerTM. Figure 4 shows the measured and estimated 

spectral reflectance. As reference data, the estimation results 

obtained using a two-shot six-band system are also shown. 

Although some errors are found in the short-wavelength domain 

between 380 and 420 nm, spectral reflectance seems to be well 

estimated using the proposed camera system. These errors were 

caused by a lack of camera sensitivity in this wavelength domain. 

For the 24 color patches of Macbeth ColorCheckerTM, this 

eleven-band camera system has achieved an average color 

difference of 8.1** =∆ baE , almost the same as that for the six-

band camera system. However, the RMSE of spectral reflectance 

estimated from the eleven-band image was smaller than that of six-

band. The average RMSE values for Macbeth's 24 color patches 

were 0.0038 (eleven-band) and 0.0043 (six-band). This means that 

an eleven-band image is better for analyzing spectral reflectance.  

  Next, images of a 3-D object (a Japanese doll) were taken 

with the proposed system. The image captured for each channel is 

shown in Fig. 5. Figure 6 shows the grey-scale image generated 

from the reference RGB image (top) and the captured and the 

generated images (bottom) for 690 nm. Comparing the captured 

image and the image generated from the RGB image, it seems that 

the generated image is well reproduced.  The correspondence 

search based on POC was conducted under the condition that the 

interval of reference point was 10 pixels. Before conducting the 
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Figure 3. Spectral sensitivity of the eleven-band camera. 
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experiment, we checked the number of detectable corresponding 

points using the RGB image and confirmed that the number was 

7400. The results of the correspondence search of all bands are 

shown in Fig. 7. Comparing the results of the proposed method 

with the results using the RGB image itself as a reference image, 

detection ratio of the correspondences became almost twice. The 

averaged detective ratio improved 33% to 56%. These results 

show that the accuracy of correspondence search for a multi-

band image was improves using the proposed method.   

Final images after image transformations and color 

reproduction of the images of the 3-D objects are carried out. 

We compared the color of the real object and that of image 

displayed on a LCD monitor by eye, and confirmed that the object 

color was well reproduced. 

Summary and future work 

A novel eleven-band acquisition system using a nine-view 

stereo camera has been proposed. The proposed system consists of 

eight monochrome cameras with eight different narrow band-pass 

filters and an RGB camera. The captured RGB image is converted 

into narrow-band images to use for accurate correspondence search. 

The detected corresponding points are used for estimating 

parameters of image transformation and an eleven-band image is 

generated. Experimental results show that correspondence 

detection and spectral reflection estimation can work more 

accurately than the nine-band stereo camera system comprising 

nine monochrome cameras [11]. 

The proposed system can acquire motion pictures. We are 

now developing a stereo six-band video system in which image 

processes are implemented on GPUs [10]. This system will be 

extended to the nine-view camera system for application to moving 

objects.  

To apply the proposed system for objects with more 

complicated shapes or natural scenes, depth information estimated 

from a stereo image captured by the proposed camera system 

should be used. In addition, foreground and background objects 

should be separated when image transformation is performed. 
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600 nm 640 nm 690 nm
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Figure 5. Images captured with the proposed system. 
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Figure 6. Image generated from the reference RGB image. 
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