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Abstract 
 The objectives of this work were to develop a 

comprehensive visual dataset, NCSU-B2, around the CIE high 

chroma blue color centre and to use the new dataset as well as 

the low chroma blue dataset, NCUS-B1[1,2], to test the 

performance of the major color difference formulae in this 

region of color space using the standardized residual sum of 

squares (STRESS) index, correlation coefficient (r) and 

Spearman Rank coefficient (ρ) as performance metrics. The 

visual differences between the 65 samples and the color center 

were assessed by 16 observers under highly controlled viewing 

and illuminaiton conditions, using AATCC Gray Scale for 

Color Change, in three separate sittings and a total of 3120 

assessments were obtained. The results showed that 

CIEDE2000 exhibited relatively better performance for the 

NCSU-B2 dataset in comparison to other equations examined. 

However, none of the tested equations gave a satisfactorily low 

STRESS value, or high correlation coefficient (r) and 

Spearman Rank coefficient (ρ) values. For the combined blue 

datasets (NCSU-B1 and B2), CAM02-UCS, CAM02-SCD, 

DIN99d  and CIEDE2000 showed the best performance.  

Keywords: color difference, visual dataset, CIEDE2000, 

statistical significance, performance, reduced-models 

Introduction  
The ultimate goal of research in the field of color 

difference equations is to develop a single-number shade 

pass/fail equation for evaluating objects. In surface color 

industries including plastics, paper and textiles typically small 

to medium color differences are used. The ideal model is 

intended to represent the average visual assessment of two 

stimuli and predict the magnitude of such differences 

accurately. Over the last several decades, a large number of 

color difference equations, such as CIELAB, CMC (l:c), BFD 

(l:c), CIE94 [3-6], etc. have been proposed. These are based on 

several visual datasets generated under various experimental 

conditions and employing different substrates as well as 

different evaluation methods. However, these formulas show 

large discrepancies in their performance and suffer from certain 

shortcomings. Specifically large errors in predicting chromatic 

differences for blue, dark and neutral colors are noted. 

The newest CIE recommended color difference equation is 

CIEDE2000. This formula was optimized against five 

independent sets of perceptual color difference data [7, 8], mainly 

aiming to address the problems in predicting blue, dark and 

neutral colors. More specifically, in this equation, a rotation 

term is used to improve the performance of the model for blue 

colors, and a G factor is used to rescale the a* scale in the 

CIELAB space to improve the performance of the model for 

near neutral colors. In an effort to continually improve the 

performance of color difference equations it is important to test 

the performance of CIEDE2000 using independent visual 

datasets [9].  

With this in mind, the objectives of this work were to 

generate a comprehensive visual dataset around high chroma 

blue color center, denoted NCSU-B2, and compare the 

performance of CIEDE2000 to other color difference equations. 

The reference color-difference formulas tested were: CIELAB, 

CMC, BFD and CIE94 color difference formulas [4-6], 

established models prior to the recommendation of 

CIEDE2000; and a group of formulas including DIN99d [3], 

and those based on CIECAM02 color appearance model, i.e. 

CAM02-SCD and CAM02-UCS[11], which were developed 

after CIEDE2000. 

Experimental Procedure  

Description and Measurement of Samples 
A total of 65 samples and a standard with attributes 

corresponding to a CIE recommended high chroma blue center 

(L*:34, a*:7, b*:-44)[10] were produced on 100% knitted 

polyester fabrics using commercial disperse dyes stable to light 

and weathering, and a conventional dyeing method. Fabrics 

were precision cut into 2 × 2 inch dimensions for visual 

assessment after dyeing. Their distribution around the center is 

shown in Figure 1. The selection of samples ensured division 

into seven subsets, with samples selected to have color 

differences mostly due to lightness, chroma, hue, and their 

combinations as shown in Table I.  

Table I Relative contribution of Lightness, Chroma and Hue 
to the overall color difference 

Subset 
Avg. 

No 
∆L*

2
/∆E*

2
 ∆C*

2
/∆E*

2
 ∆H*

2
/∆E*

2
 

1 79.68 0.81 19.50 15 

2 0.62 91.71 7.69 15 

3 25.85 11.00 63.15 15 

4 44.54 53.91 1.55 5 

5 8.85 49.86 41.29 5 

6 53.82 1.20 44.98 5 

7 33.30 22.55 44.15 5 

 

The knit structure was oriented during the preparation of 

the mounted samples to ensure maximum visual uniformity of 

all samples. The CIE illuminant D65 and CIE 1964 

Supplementary Colorimetric Observer were used for all 

colorimetric calculations. The reflectance of all samples was 

measured with a Datacolor SF600X spectrophotometer using a 

large area view aperture (30mm). UV light was excluded and 

specular light was included. Each sample was folded into 4 

layers to ensure opacity and was measured a total of 4 times 

and averaged. Samples were rotated 90° and repositioned after 

each reading to reduce measurement variability due to fabric 

construction, directionality of yarns, and non-uniformity in 
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dyeing. The 65 sample pairs had an average ∆E*
ab of 2.59, with 

a range of 0.23-4.59. Details of the NCSU-B1 dataset have 

been previously reported [1, 2]. Figure 2 shows the histogram of 

all samples representing the NCSU-B2 dataset. 

Visual Assessment Methodology  

For the methodology described, a custom sample stand, 

based on a 45/0 degree illumination-viewing geometry, was 

manufactured and painted neutral gray (Munsell N7.25). The 

stand was used to house the standard and test samples as well 

as a gray scale pair, as shown in Figure 3.  

The observers ranged in age from 20 to 42 years old. All 

observers had normal color vision according to the Ishihara 

confusion plates [13] and the Neitz test for color vision [14]. Most 

of the observers were naïve for the purposes of the experiment 

with 0 to 1 year prior experience in color assessments.  

Each observer assessed samples three times with at least 

24 hours gap between assessments. During the assessment 

subjects wore a mid-gray laboratory coat and a pair of gray 

gloves to minimize color variability of the surround during the 

course of the experiment and to prevent damaging the samples. 

The samples were placed by the experimenter who also wore a 

mid-gray laboratory coat. At the beginning of the experiment, 

the subject viewed the empty illuminated viewing booth for 2 

minutes to adapt to the light source; during which time the 

experiment was explained. 

The AATCC Gray Scale for Color Change [12] was placed 

directly below the standard and sample pair. During the 

assessment, observers gave a rating for the visual difference 

(∆V) between each sample and standard pair according to 

AATCC Gray Scale contrast ratings from 1 to 5. The visual 

assessments were conducted under well controlled viewing and 

illumination conditions using a calibrated SpectraLight III (X-

Rite) viewing booth equipped with a filtered incandescent 

daylight simulator. All extraneous light sources were excluded 

during the assessments. The viewing/illumination geometry, 

including the gray scale used is shown in Figure 3. 

 

Conversion of Gray Scale Ratings to Visual 
Difference 

A third degree polynomial equation that converted gray 

scale ratings based on the AATCC standard gray scale to visual 

differences (∆V) is shown in Equation 1. The R² value for the 

polynomial fitting is 0.998.  

3 20.21 2.684 12.84 23.5V G G G∆ = − × + × − × +       (1) 

The STRESS index, correlation coefficient (r) and 

Spearman rank coefficient (ρ) were used to evaluate the 

performance of color difference equations [1, 15, 16].  

Results and Discussion 

The contribution of each component to 
visual difference 

The relative contribution of each component (∆L*, ∆C* 

and ∆H*) to overall color difference was plotted against the 

visual difference (∆V) for subsets 1, 2 and 3, as shown in 

Figure 4. The percent of each average relative contribution (Cr) 

to one unit of visual difference (∆V) was: 25.86 for ∆L*, 43.97 

for ∆C*, and 27.06 for ∆H*. Thus larger chroma variations are 

needed to results in the same magnitude of visual difference 

when compared to hue and lightness differences. Thus chroma 

had the least influence to the total visual difference of the 

samples produced; while lightness and hue differences 

contributed more in terms of the perceptual differences. In 

addition, a large variation existed in assessing lightness and 

chroma differences, in that the hue Cr for several samples was 

about 55%, while their visual difference, ∆V, ranged from 0.78 

to 4.78.  

Figure 3 Visual assessment involving 45/0 illumination viewing geometry, 

and a custom sample stand painted in neutral gray that housed the 

standard and test samples; as well as the AATCC gray scale used in this 

study. 

Figure 1 The distribution of 65 samples on CIEL*a*b* color space 

(Red circle is the location of the standard). 

Figure 2 Histogram of the 65 high chroma blue samples as a 

function of CIELAB color differences. 
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Evaluation of the performance of color 
difference formulae 

In this work, 7 color difference formulae with different 

parametric factors, resulting in 13 different combinations, were 

examined. The STRESS values, correlation coefficient (r) and 

Spearman Rank coefficient (ρ) for each formula are shown in 

Table II. The parameters used in the CAM02 formulas were 

selected according to the experimental conditions employed in 

NCSU experiments, i.e. LA =89.1 cd/m2; Yb = 44.4; c = 0.69; Nc 

= 1.0; and F = 1.0. The scatter plots between visual difference 

∆V and the computed color difference (∆E) for various models 

are shown in Figure 5. 

TABLE II Summary of the results of STRESS, correlation 
coefficient (r) and Spearman Rank coefficient (ρ) between 

∆V and ∆E for various color difference formulae. 

 
STRESS r ρ 

CIELAB 47.77 0.50 0.51 

CIEDE94(1:1) 40.17 0.67 0.60 

CIEDE94(2:1) 40.97 0.63 0.62 

CIEDE2000(1:1:1) 42.13 0.69 0.55 

CIEDE2000(2:1:1) 38.56 0.72 0.63 

CMC(1:1) 39.93 0.67 0.61 

CMC(2:1) 41.54 0.62 0.61 

BFD(1:1) 40.22 0.66 0.62 

BFD(2:1) 42.06 0.61 0.60 

DIN 99 41.44 0.66 0.57 

DIN 99d 39.77 0.67 0.61 

CIECAM02UCS 40.18 0.68 0.60 

CIECAM02SCD 40.01 0.68 0.60 

 

From Table II, it can be seen that CIEDE2000 (2:1:1) gave 

the best performance based on all three metrics. The results 

according to STRESS values, correlation coefficient (r) and 

Spearman Rank coefficient (ρ) agree in most cases. These 

observations can also be confirmed by Figure 5. 

A critical aspect of color difference modeling is to 

determine whether a color difference formula gives a better 

performance than another color difference equation. In this 

work, the F-test using the STRESS function was employed to 

calculate the significance of variation between two formulae. 

Firstly, the high chroma blue dataset was tested (the critical Fc 

= 0.610). Then, the combination of NCSU-B1 and NCSU-B2 

datasets was examined (the Fc = 0.708). In comparisons if 

calculated F values are smaller than Fc, Model A is better than 

Model B; in addition when F values are between Fc and 1 the 

difference between Model A and Model B is insignificant. 

Results are shown in Tables IV and V respectively.    

In Table IV, cells in orange indicate that the formula given 

in the column performs slightly better than the formula given in 

the row. In Table V, cells in blue indicate that the formula 

shown in the column is significantly better than the formula 

given in the row and cells in green indicate the opposite. The 

results shown in Tables IV indicate that CIEDE2000 (2:1:1) 

performed slightly better than other color difference models. 

However, no color difference equation was found to exhibit 

significant improved performance over another. Again, it seems 

that all color difference models produce average performance in 

the high chroma blue region and no equation generates 

sufficiently low STRESS or high correlation values.  

For the combined low and high chroma blue samples, as 

shown in Table V, CAM02-UCS, CAM02-SCD, CIEDE2000, 

BFD, CMC(2:1) and CIEDE94(2:1) showed significantly better 

Figure 4 Correlations between the relative contribution to DE*ab 

and Visual Difference (∆V). 

Figure 5 Correlations between the color differences calculated for different 

equations. 

244 © 2012 Society for Imaging Science and Technology



 

 

results than CIELAB. The performance of CIEDE2000, 

CAM02-UCS, CAM02-SCD and DIN99d were statistically 

significantly better than that of DIN99. DIN99d, CAM02-UCS 

and CAM02-SCD performed slightly better than CIEDE2000. 

An examination of the four major datasets used to derive the 

CIEDE2000 color difference model shows that while these 

datasets contain visual data for the low chroma blue region 

samples in the high chorma blue color center are not 

represented. This may explain the relatively poor performance 

of equations in this region. 

In addition, no statistically significant difference in 

performance was found for CIEDE2000 at different kL values, 

and similar observations were found for CIEDE94, CMC and 

BFD equations. While parametric factors are adjusted for 

different viewing conditions, e.g. for samples containing texture, 

an optimization of these factors for each formula does not seem 

to affect their performance significantly.  

Evaluation of Reduced CIEDE2000 (1:1:1), 
CIEDE94 (1:1:1), and CMC (1:1) Models 

STRESS and correlation coefficient (r) values were 

computed for CIEDE2000 (1:1:1), CIEDE94 (1:1:1), and CMC 

(1:1) as well as their reduced models, as shown in Table V. In 

each of the reduced models, one of the correction functions was 

removed from the equation. Since these function serve to 

improve the performance of the color difference formulas, 

removing these factors was expected to deteriorate the 

performance of the given model. 

In the case of the CIEDE2000, the findings show that:  

1- The chroma correction for the CIELAB is the most 

important correction in the blue region of the CIELAB color 

space based on both STRESS and correlation coefficient(r) and 

this is in agreement with the results reported previously[1,15], i.e. 

the STRESS value for high chroma blue was increased by as 

much as 7 units.  

2- This is followed by the rotation and lightness 

adjustment, however, the models that include these two 

corrections only show a slight change in their performance 

when the functions are removed.  

3- For the high chroma blue colors tested in this study, 

STRESS and correlation coefficient (r) metrics exhibit different 

results. STRESS indicates that the inclusion of the rotation 

term, which was specifically designed for blue colors, 

deteriorates the performance of the model for the high chroma 

samples. However, according to (r), the model attains a worse 

fit when RT is removed.  

With regard to CIEDE94, STRESS and correlation 

coefficient (r) metrics indicate that:  

1- The chroma adjustment function is the most significant 

function in improving the performance of the model.  

2- CIEDE94 without the hue correction function 

performed slightly better than its full model for all three 

datasets.  

CMC (l:c) also showed the same trends for chroma 

adjustment based on the two metrics and chroma correction 

function was found to be the most important.  

Overall, STRESS and correlation coefficient (r) metrics 

showed inferior performance for the high chroma blue dataset 

compared to those for the NCSU-B1 (low chroma) as well as 

the four datasets used to develop CIEDE2000 [1,15]. The new 

dataset comprises a large set of samples populating a region of 

the space where only a few, if any, samples were present in the 

testing and development of previous models. It seems that color 

difference models need further refinement to produce sufficient 

performance in the high chroma blue region. Also, in some 

cases STRESS and correlation coefficient (r) gave inconsistent 

results for the performance of the CIEDE2000 for the high 

chroma blue samples. This suggests that a suitable metric is 

needed for the evaluation of the models. 

 

TABLE III The STRESS values and correlation coefficient (r) for CIEDE2000 (1:1:1), CIEDE94, CMC (1:1) and their reduced 
models. 

  

 

NCSU-B1 NCSU-B2 Combined 

STRESS r STRESS r STRESS r 

CIEDE2000 

(1:1:1) 

Full Model 21.22 0.91 42.13 0.71 33.71 0.76 

-Rot. Term 25.39 0.84 38.88 0.68 34.00 0.74 

-Lightness 22.63 0.89 42.18 0.67 36.42 0.75 

-Chroma 33.40 0.79 49.62 0.50 42.24 0.63 

-Hue 20.42 0.93 42.01 0.69 33.54 0.79 

-G 21.46 0.91 42.14 0.69 34.00 0.78 

CIEDE94 

(1:1) 

Full Model 28.91 0.79 40.17 0.67 37.29 0.69 

-Chroma 40.94 0.65 50.94 0.45 46.78 0.53 

-Hue 25.39 0.84 39.20 0.68 35.44 0.72 

CMC(1:1) 

Full Model 27.41 0.81 39.93 0.67 36.55 0.70 

-Lightness 26.74 0.82 39.61 0.67 36.82 0.70 

-Chroma 37.23 0.70 47.85 0.50 43.66 0.58 

-Hue 25.78 0.83 39.25 0.68 36.02 0.71 

 

Conclusions 
For the high chroma blue dataset, the CIEDE2000 shows 

slightly better performance than other equations evaluated in 

this study based on STRESS, correlation coefficient (r) and 

Spearman Rank coefficient (ρ) metrics, but no equation showed 

a statistically significant improvement compared with others. 

For the combined low chroma and high chroma blue datasets, 

CAM02-UCS, CAM02-SCD, CIEDE2000 and DIN99d gave a 

better performance based on the F-test using the STRESS 

function. The optimization of kL or l, kC or c and kH, did not 

change the performance of models significantly.  
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For the reduced CIEDE2000, CIEDE94 and CMC models, 

chroma correction was found to be the most important 

parameter. The least effective factor for the CIEDE2000 was 

the rotational term based on the STRESS function.  

The metrics used indicate that an accurate prediction of 

color in the high chroma blue region remains a challenge. The 

weighting functions should be reexamined to determine 

whether a significant improvement in the performance of 

equations can be obtained.  
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