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Abstract
The mathematical morphology is often reduced to the orde-

ring construction and the structuring elements are limited to flat

shapes. In this paper, exploiting the concept of convergence, we

propose a color morphological formalism which allows bringing

non-flat structuring element. Extending the mathematical mor-

phology hit-or-miss transform to the color, we show that this for-

malism is adapted for complex color images, as skin images for

dermatological purposes. We provide and comment results on

synthetic and real images.

Introduction
The extension of Mathematical Morphology (MM) to color

images is not straightforward, due to the complexity of vectorial

data order. The abundance of color spaces [5] and possible color

order approaches [4] lead to a quasi-infinity of expressions for

color MM. Numerous authors define a total order in multivariate

values [1]. However none deals with the question of color Non-

Flat Structuring Element (NFSE) whereas they are used in some

morphological operations in grayscale images (filtering [12], es-

timation of the fractal dimension [14] ...). In this paper we pro-

pose a new color MM in the CIELAB color space that permits the

definition of non-flat structuring element. We evaluate this new

method using the color Hit-or-Miss Transform (HMT ) to extract

complex color structures in skin images.

The first part of this paper is a quick recall on the Hit-or-

Miss Transform in binary and grayscale. We focus on the Barat’s

proposal [3]. Then, we present our color MM construction to ob-

tain a total order allowing the definition of NFSE. We explain

how to solve questions about a valid construction of color addi-

tion/subtraction. Next, we demonstrate the contrast selectivity of

the MOMP in grayscale. We evaluate this selectivity on synthetic

color images. Finally, we apply and validate this approach in our

applicative context of dermatology.

Table 1. Notations

f , D f Image function and his spatial domain of definition

SD f Color coordinates domain of definition from the f function

x = (i, j) Spatial coordinates for a pixel x

f c , f r Complementary and reflectivity of the f function

g,Dg Structuring Element function and his spatial domain of definition

g′, g′′ Inferior and superior Structuring Element function for the

MOMP Transform

hg′ ,hg′′ Value of g′ and g′′ function located at the spatial origin o:

g′(o) = hg′

b′(x),b′′(x) Minimum and maximum background value extracted on

the SE border

Cx Color coordinates of the x pixel

|
−−→
CxCy| ∆E color distance between the Cx and Cy coordinates

O+∞ , O−∞ Color convergence coordinates for the dilation and the erosion

⊕b , ⊖b, ⊗b Dilation, erosion and hit-or-miss for binary images

⊕g, ⊖g Dilation and erosion for grey-level images

⊕c, ⊖c Dilation and erosion for color images

+
c

, −
c

addition and substraction for colour coordinates

Hit-or-Miss Transform
The Hit-or-Miss Transform (HMT ) allows to find specific

patterns in images. It was initially developed for binary images

by Matheron and Serra [16]. The searched pattern is defined with

a pair of disjoint Structuring Elements (SEs) that frame it, one

for the foreground pattern (g′) and one for the background pattern

(g′′). The mathematical expression of the HMT for an image f

and its structuring elements g = {g′,g′′} is:

HMTg(I)(x) = ( f ⊖g′)(x)∩ ( f c ⊖g′′)(x) (1)

where f c is the complement of f , f c = {x,x /∈ f }.

It exists many definitions of the grayscale HMT algorithm

[8, 17, 13]. In the following, we explain the Barat proposal [3],

called MOMP (Multiple Objects Matching using Probing). The

MOMP transform is an image surface probing with two SEs, one

above the surface (g′′) and the second below (g′). The MOMP

mathematical expression is a subtraction between an anti-dilation

and an erosion:

MOMPg( f )(x) = ( f ⊕ (−g′′)r)(x)− ( f ⊖g′)(x) (2)

where g′′(i, j)r = g′′(−i,− j).
The result value is the distance between both SEs computed at the

SE origin. The pattern is found when the result is lower or equal

to δ (figure 1).

Figure 1. Principle of the MOMP transformed

This template construction with two different SEs allows to

extract a pattern with some shape and/or contrast variations and to

be not very sensitive to noise in the image. To extend MOMP to

color, NFSE have to be defined in color domain. So, the next sec-

tion is de-dicated to our adapted proposal for non-flat structuring

elements construction.

Color Mathematical Morphology
The most widely used methods to define minimum (

∨

) and

maximum (
∧

) operations in color spaces are two equivalent ap-

proaches, the lexicographic order or order based on priority

expressed between color axis [11, 6]. More recently an ori-

ginal method was proposed by Lopez using a quaternion formal-

ism [10].
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Consequently, the dilation and erosion operators by the

structuring element g, in n-dimensional space, can be expressed

by (equations 3 and 4):

( f ⊕c g)(i, j) =
∨

(i, j)∈D f ,(k,l)∈Dg

{

f (i−k, j− l)
}

(3)

( f ⊖c g)(i, j) =
∧

(i, j)∈D f ,(k,l)∈Dg

{

f (i+k, j+ l)
}

(4)

where D f and Dg are respectively the image support and the struc-

turing element support.

In the majority of color MM construction, expressions 3

and 4 drive the color convergence toward the white and black co-

ordinates upon the iterations. However, in color the black and

the white must be only particular cases of convergence coordi-

nates. So, in this paper, we propose a new method, called ”Con-

vergent Color Mathematical Morphology” (CCMM) which relies

color morphological operators on this concept of color conver-

gence. Two convergence coordinates are defined according to the

morphological objectives. For example, the color convergence co-

ordinates could be associated to the color set statistics [7]. Some

authors have tried to construct a total ordering scheme integrating

distance functions and the notion of reference colour [9]. But such

approaches are not completely based on distance ordering. In ad-

dition, such approaches never define the required complementary

color in terms of perception or physic property.

In the proposed method, the basic order relation between two

color coordinates is built according to the distance from the con-

vergence color points. Then the relations between two colors, C1

and C2, for the erosion (5) and the dilation (6) could be:

C1 �C2 ⇔ |
−−−−→
C1O−∞| ≤ |

−−−−→
C2O−∞| (5)

C1 �C2 ⇔ |
−−−−→
C1O+∞| ≤ |

−−−−→
C2O+∞| (6)

where O−∞ and O+∞ are respectively the convergence points of

the erosion and the dilation. In equations (5) and (6), the vector

norm |.| uses the perceptual distance ∆E computed in CIELAB.

In a previous work, we showed that the ∆E color distance is most

accurate than other formulations or expressions in other color

spaces. The (5) and (6) expressions ensure the linear conver-

gence in a perceptual sense toward the color coordinates chosen.

But they don’t construct a total order as required. The complete

description and the validation of a total order are not the subject

of this paper, so they won’t be detailed here. The definition of

the maximum color coordinates on the image support D f and the

structuring element support Dg, for the dilation is:

∨

x∈(D f ∩Dg)

{ f (x)} =

{

Cy,Cy =
∨

∀Cx∈SD9

{

Cβ
x

}

}

(7)

with SD9 =

{

Cy : Cy =
∨

∀Cx∈SD8

{

Cα
x

}

}

;

SD8 =

{

Cy :
−−−−−→
|CyO−∞|=

∨

∀Cx∈SD7

{−−−−−→
|CxO−∞|

}

}

;

SD7 =

{

Cy :
−−−→
|CyCi|=

∨

∀Cx∈SD6

{−−−→
|CxCi|

}

}

;

and SD6 =

{

Cy :
−−−−−→
|CyO+∞|=

∧

∀x∈(D f ∩Dg)

{−−−−−→
|CxO+∞|

}

}

Non-flat structuring element
Using a non-flat structuring element g provides tool to

weight the influence of neighbors in morphological operations. In

color space, the expression of dilation and erosion are classically

expressed by:

( f ⊕c g)(i, j) =
∨

(i, j)∈D f ,(k,l)∈Dg

{

f (i−k, j− l)+
c

g(k, l)
}

(8)

( f ⊖c g)(i, j) =
∧

(i, j)∈D f ,(k,l)∈Dg

{

f (i+k, j+ l)−
c

g(−k,−l)
}

(9)

In grayscale images, adding/subtracting to a grayscale pixel one

positive scalar is taking it toward higher/lower grayscale value

(toward the white/black color). With CCMM, we impose that

color pixel displacement stills in relation with the notion of con-

vergence. Color addition/subtraction induces the displacement of

the pixels in the color space. The color vector displacement is

defined by its magnitude and its orientation. Dealing with color

representation, we associate the magnitude to specific color met-

ric and we propose to use ∆E metric. The orientation depends on

the morphological operation: with addition the displacement is

oriented toward convergence color coordinates. On the contrary,

with subtraction, the displacement is oriented toward divergence

coordinates. The figure 2 shows an example of color displace-

ments in addition case.

Figure 2. Example of vector displacements with color addition, the conver-

gence color is the white; (a) Set of colors; (b) Non-flat structuring element;

(c) New set of colors; (d) Calculation of new coordinates of the set of colors.

Selectivity of Color MOMP (CMOMP)
The MOMP allows to find specific objects by matching a

template with a pattern chosen from application constraints. With

color images, we have to notice that the term ”pattern” has a par-

ticular significance: it characterizes the shape or the pixels orga-

nization in image grid (spatial organization) on the one hand and

on the other hand the color organization of pixels (organization in

color space). In this paper, we focus on the color selectivity.

Firstly, we define the relationship between the extracted pat-

tern contrast1 and the SEs magnitude for the grayscale MOMP

transform. Barat [3] defines two constraints for the MOMP trans-

form. The first one defines that the intersection between the two

1The contrast is the distance between the object and the background
color.

20th Color and Imaging Conference Final Program and Proceedings 165



SEs must be null, and the second one that the g′′ SE must be

above g′. For this work, we add two additional constraints, first

one defining that the two SEs have the same spatial support Dg,

and second one on the shape that is reduced to convex hull. Given

the MOMP algorithm, the pattern of interest is bounded by a tem-

plate constructed with g′ and g′′. The value of g′′ and g′ SEs at

their origin are respectively hg′′ , hg′ . The distance between the

two SEs is defined at the SEs origin by δ = hg′′ − hg′ . Figure 3-

(b) and 3-(c) illustrate two cases where the patterns are searched

in the black curve. As we focus on the contrast selectivity, all ob-

jects of our example have the same spatial organisation. Only the

pattern contrast changes. Figure 3-(a) describes the used template

shapes g′ and g′′ which have the same spatial organisation than

patterns.

The image function f is defined as the sum of a b(x) back-

ground function and a set of N patterns M(x) (eq. 10). Each pat-

tern M(x) is defined on a spatial domain DM as M(x) = 0,∀x 6⊂
DM and located at the yi location corresponding to the DM origin.

To be match by the MOMP transform the spatial domain of the f

function must be DM = Dg′ = Dg′′ .

f (x) = b(x)+
N
⋃

i=1

M(x−yi) (10)

As the patterns and the SEs have same spatial organisation,

we study the MOMP transform result at the yi location centered

on the patterns to extract (figure 3-(b) and 3-(c)). With all the

previous constraints, this position is the only one where the sub-

traction between the anti-dilation and the erosion can be smaller

than δ . In the following we compute the anti-dilation and erosion

at the position yi to estimate the relationship between the extracted

patterns contrast and the SEs magnitude.

The first part of the MOMP transform is the anti-dilation expres-

sion ( f ⊕g−(g′′)r). As g′′ is a symmetric convex hull, centered

at the SE spatial origin : (g′′)r = g′′. At yi the pattern center

position, the dilation result could be:

( f ⊕g−(g′′)r)(yi)=

{

f (yi)−hg′′ when f (yi)−hg′′ ≥ b′′(yi)
b′′(yi) even

(11)

In this expression, b′′(yi) is the b(x) background maximum

value extracted when g′′ is centered on the pattern (yi coordinate)

and f (yi) is the image value at this location.

The second part of the MOMP transform is the erosion expression

( f ⊖gg′). At the pattern center position yi, the erosion result could

be:

( f ⊖g g′)(yi) =

{

b′(yi) when f (yi)−hg′ ≥ b′(yi)
f (yi)−hg′ even

(12)

In this expression, b′(yi) is the minimum b(x) background

value extracted when the centered SE on the object center (yi

coordinate) and f (yi) is the image value at this location.

Barat defines that to be accepted a particular pattern must

present a difference between the anti-dilation and the erosion at

the shape center position yi inferior to δ :

(( f ⊕g−(g′′)r)− ( f ⊖g g′))(yi)< δ (13)

We are interested by the definition of the minimal and maxi-

mal contrasts accepted by the MOMP transform to define the hg′′

and hg′ value. Then, for the smallest contrasts, we can express

that:
{

( f ⊕g−(g′′)r)(yi) = f (yi)−hg′′

( f ⊖g g′)(yi) = b′(yi)
(14)

⇒ f (yi)−hg′′ −b′(yi)< δ (15)

⇒ f (yi)−b′(yi)< δ +hg′′ (16)

In a similar way, for the highest contrasts we have:

{

( f ⊕g−(g′′)r)(yi) = b′′(yi)
( f ⊖g g′)(yi) = f (yi)−hg′

(17)

⇒ b′′(yi)− ( f (yi)−hg′)< δ (18)

⇒ f (yi)−b′′(yi)> hg′ −δ (19)

In a first approximation, we consider that b′(yi) = b′′(yi),
that is the background average around the object. So if we de-

fine hmin and hmax, the minimum and maximum contrast values

between the background and the shape extremum from equations

(16) and (19) we have:
{

hmin = hg′ −δ

hmax = hg′′ +δ
with δ = hg′′ −hg′ (20)

We directly obtain, the features to manage the SE magnitude:
{

hg′ =
2hmin+hmax

3

hg′′ =
hmin+2hmax

3

(21)

So the MOMP transform can find shape contrasts which are in the

range [hmin,hmax], and we can note that the interval size is 3δ , so

δ is the contrast selectivity unit for the MOMP transform.

Figure 3. (a) Structuring elements; (b) computation of anti-dilation and

erosion for a f function with great contrasts; (c) computation of anti-dilation

and erosion for a f function with small contrasts.
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The contrast selectivity can be easily extend to color MOMP.

With the duality property, the totaly vectorial ordering and the

definition of NFSE, our CCMM construction allows the natural

extension from gray-scale contrast selectivity to color selectivity.

In the color images, the extracted patterns are selected depending

on their spatial organisation and their color contrast. The MOMP

Transform is applied using adapted convergence color: the con-

vergence point of the erosion (O−∞) is the background color and

that of the dilation (O+∞) is the color of searched patterns. The

hg′′ and hg′ values are defined automatically and depending on

the [hmin,hmax] interval. This interval depends upon the color dis-

tance between both convergence points and the contrast selecti-

vity unit δ . The searched contrast between two points is a color

vector. Its direction and its norm relies on convergence points

O−∞ and O+∞. A color is accepted if the contrast vector bet-

ween the background and this color is exactly
−−−−−−→
O−∞O+∞. More-

over the CMOMP allows to enlarge the contrast selectivity. The

CMOMP writing creates a sphere of color selection around the

wished color. The sphere radius depends upon the contrast selec-

tivity unit δ .

The next experiment shows the ability of our algorithm to

extract pattern of interest from a color image. The image is made

up of patterns with different colors and shapes (figure 5-(a)). The

images are constructed in the RGB space. The searched shapes

are color crosses of size 5 by 5 pixels with different filling co-

lors. The structuring elements used to extract crosses are designed

with contrast equal to δ (δ = hg′′ − hg′ ) (figure 4). As we want

to select a particular color for this experiment, δ is fixed to 1.

Figures 5-(b)-(c)-(d) are respectively an extraction of red crosses,

green crosses and blue crosses. The attempted result is obtained.

The CMOMP extracts all the objects matching with the pattern of

interest, with no false detection. Moreover, the selected objects

have exactly the searched colors.

Figure 4. 3D view of the template.

The figure 6 illustrates the impact of the color selectivity.

Figures 6-(a)-(b)-(c)-(d) present an extraction of red crosses with

δ parameter respectively equal to 1, 25, 40 and 55. On the figure

6-(a) only the red crosses are extracted, then on the figure 6-(b)

the lighter red crosses appear, and on the figure 6-(c) the orange

crosses appear. Finally, with the largest value of δ the yellow

crosses appear on the figure 6-(d). In addition, we observe that

the shape selectivity is well respected

This first experimental results illustrate the pattern (spatial

and color) selectivity of the color MOMP transform. The next

section, is an application and a validation on real skin images.

Results on Skin Images
The experiment

To valid our approach construct in a perceptual point of view,

we chosen to work on a dermatological images database, valuated

(a) (b)

(c) (d)
Figure 5. (a) initial image with a black background (O−∞ = black); (b) de-

tection of red crosses (O+∞ = red) on black background (δ = 1); (c) detection

of green crosses (O+∞ = green) on black background (δ = 1); (d) detection of

blue crosses (O+∞ = blue) on black background (δ = 1).

(a) (b)

(c) (d)
Figure 6. Detection of red crosses (size : 5x5) on black background (a)

δ = 1; (b) δ = 25; (c) δ = 40; (d) δ = 55.

with a strict psychovisual protocol. Dermatological images are

very complex color images, with a lot of diffuse color informa-

tion, a lot of variations in the color background or skin artifacts

or diseases depending of the human diversity of origin and life

conditions. Classical ways fail to solve robust image processing

routines due to this diversity, and to the fact that these images are

analyzed by human expert with a non linear perception. So there’s

a great necessity to produce color image processing systems in ac-

cordance to the Human Visual System.

The aim of this experimental part is to find rosacea in a skin

image of face. For this first evaluation, we work on some images

valuated by an expert in function of rosacea level. The major dif-

ficulty of this evaluation is induced by the very low color contrast

of rosacea in a skin image, in particular for the images valuated

as low rank. Rosacea is defined by a sequence of connected li-

near segments with color close to the hemoglobin one. The more

adapted shape is a line extraction. The contrast and/or the width
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of the rosacea is function of severity level. Then the g′′ is wider

and higher than the g′ to allow these variations. Moreover, as

the rosacea have different orientations, we apply these structuring

elements in 4 directions. As the mathematical morphology does

not produce spatial phase shift, the final result is the union of the

results CMOMP with this different orientations.

Results and discussion
Some results of the CMOMP algorithm are shown in figures

7 to 10. The figures show the initial image (a) and the direct result

of the CMOMP (b). For this experiment, the convergence points

O−∞ and O+∞ are the color skin background and the color of the

rosacea. These colors are manually chosen. We will test a statis-

tical selection in a next study. The [hmin,hmax] interval depending

here also on the vector
−−−−−−→
O−∞O+∞. The contrast selectivity unit δ

is equal to 1
2 ∗ |

−−−−−−→
O−∞O+∞|.

(a) (b)
Figure 7. (a) Image of skin with rosacea (intensity = 0); (b) color MOMP

results.

(a) (b)
Figure 8. (a) Image of skin with rosacea (intensity = 1); (b) color MOMP

results.

As the skin and rosacea are complexe to differentiate, some

false detections appear using CMOMP. Usually, false detections

are corresponding with pores or small hair. So we delete all small

patterns with a filtering to keep only the large structures. As the

rosacea is a set of linear segments linked in a network, some struc-

tural criterion could be used to filter the results. So, we applied a

simple post-processing filtering: all the connected pixels area (8-

connexity) that contain less than 10 pixels are deleted. The figures

10-(c) show a filtering on a CMOMP result.

In direct CMOMP results or after filtering, all the searched

structures are well detected, but as no reference exists for these

images, it is not possible to establish an accuracy criterion. So,

we propose to compare the number of pixels detected with the

CMOMP with severity level given by expert (Table 2). In front of

the severity level ranked by the experts, the amount of kept pixels

by the algorithm is perfectly correlated to the expert evaluation.

(a) (b)
Figure 9. (a) Image of skin with rosacea (intensity = 2); (b) color MOMP

results.

(a) (b)

(c) (d)
Figure 10. (a) Template (b) Image of skin with rosacea (intensity = 3); (c)

color MOMP results; (d) filtered result.

Table 2. Table of number of extracted pixels in each result images

CMOMP CMOMP

result + filtering

figure 7-(b) (severity = 0) 10 0

figure 8-(b) (severity = 1) 233 48

figure 9-(b) (severity = 2) 518 297

figure 10-(b) (severity = 3) 1073 722

Conclusion
In this paper, we present color mathematical morphology

tools based on the concept of convergence. This new approach

allows the extension of color mathematical morphology to Non-

Flat Structuring Element, that had never been defined before. The
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originality of the expression is to solve the problem of the addi-

tion/subtraction definition in color domain. This definition uses

the particular notion of the color convergence and a normalized

color distance function. Consequently, the complete color mathe-

matical morphological expression is valid in the sense of color

distances standardized by the CIE. Thanks to this possibility, we

extended the Hit-or-Miss Transform defined by Barat to the color

domain. The major interest of this method is to allow template

construction for color shape extraction in images. Then we show

on synthetic images the capabilities of color selectivity obtained

by our Color Hit-or-Miss Transform. In particular, we use a color

distance function as the ∆E metric, expressed in CIELAB. This

metric allows to extract color shapes in correlation with the Hu-

man Visual System.

The Color Hit-or-Miss Transform was applied on skin ima-

ges of rosacea. The first results show that the total area of rosacea

extracted by the CMOMP is correlated with the score given by ex-

perts. These results are very encouraging, but reliable assessment

of rosacea detection algorithms is not possible on these specific

images. Then we are developing a dedicated database. We are

enlarging the extraction to different kinds of shapes as diffuse ob-

jects or as complex artifacts like those induced by psoriasis. But

our major development lies in the extension of the MOMP trans-

form in a multi-scale approach.
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