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Abstract
Augmented reality simulations aims to provide realistic

blending between real world and virtual objects. One of the im-
portant factors for realistic augmented reality is correct illumina-
tion simulation. Mobile augmented reality systems is one of the
best options for introducing augmented reality to the mass market
due to its low production cost and ubiquitousness. In mobile aug-
mented reality systems, the ability to correctly simulate in realtime
the illumination direction that matches the illumination direction
of the real world is limited. Developing a mobile augmented re-
ality systems with the ability to estimate illumination direction
presents a challenge due to low computation power and dynam-
ically changing environment. In this paper, we described a new
method that we have developed for realtime illumination direc-
tion estimation for mobile augmented reality systems, using anal-
ysis of shadow produced by a reference object that doubles as a
3D augmented reality marker. The implementation of the method
could estimate the direction of a single strong light source in a
controlled environment with a very good degree of accuracy, with
angular error averaging lower than 0.038 radians. The current
implementation achieved 2.1 FPS performance in a low-end An-
droid mobile device, produced proper estimation within 15 sec-
onds using a uniform surface, and demonstrated scalability po-
tential.

Background
An augmented reality system aims to add simulated virtual

objects, for example computer-generated 3D objects, to a real
world scene, and presents the combined scene to the user. This
combination of the real world and virtual objects augments the
user’s perception of the real world, and offer a new method of in-
teracting with his or her environment. Augmented reality is used
in multiple fields, including medical, manufacturing, entertain-
ment and military [1].

Taken in a larger context, Milgram et al. [2] positioned aug-
mented reality as an intermediate between a real world environ-
ment and a virtual reality environment. They also define real
world environment and virtual reality environment as polar op-
posites in what they called a reality-virtuality continuum.

Mobile Augmented Reality
One important aspect of an augmented reality system is

portability [1]. An augmented reality system with high portability
would give the user greater degree of liberty during his or her in-
teraction with the augmented environment. Based on the position-
ing of its display, two major categories of augmented reality sys-
tem that have relatively high degrees of portability are head-worn
augmented reality and hand-held augmented reality [3]. From

these two categories, the hand-held augmented reality systems are
currently considered to be the best for introducing augmented re-
ality to the mass market due to its low production cost and ease of
use [3]. The ubiquitous proliferation of smart mobile devices that
could be used as hand-held augmented reality systems also helps
the ease of adoption by potential users.

Registration and Tracking
To properly align the simulated virtual object with the real

world scene and produce a consistent simulation, an augmented
reality system needs to be able to detect and track its position and
orientation with respect to the real world. This is typically per-
formed using markers with known shapes or textures [4]. Aug-
mented reality markers are typically two-dimensional markers,
but some libraries provide the ability to use three-dimensional
markers. Recent development using feature extraction and recog-
nition provides a new markerless approach for augmented reality
tracking, although this approach is still under development [5].

Reproduction Fidelity
Tracking and alignment is required to provide overlay infor-

mation. However, if the objective is to make the virtual object ap-
pear integrated into the real world scene, we must embed the vir-
tual objects in the real world [2]. To improve the user experience
the system must provide more realistic blending between the vir-
tual objects and the real world. The degree of this blending could
be represented as reproduction fidelity [2]. Low reproduction fi-
delity is exemplified by having a simple wireframe simulation of
the virtual objects, while higher reproduction fidelity takes into
account more complex factors for the simulation such as shading,
texture, transparency, and illuminations, with the ultimate target
of producing simulations with photorealistic fidelity.

Current state of the reproduction fidelity for mobile aug-
mented reality systems is limited to texture, shading, and trans-
parency simulation of the rendered virtual objects. The ability
to properly simulate the illumination condition of the virtual ob-
jects to match the illumination condition of the real world is still
limited, mainly due to the inability to estimate the illumination
conditions of the real world environment. Without this estimate,
simulating the illumination condition in an augmented reality sys-
tems using abstract parameters would risk producing less realistic
simulations.

In order to address this issue, several methods are proposed
and developed to estimate the illumination conditions and incor-
porate the estimate in an augmented reality system [6, 7, 8, 9,
10, 11, 12, 13, 14]. However, none of the explored methods is
applied to mobile augmented reality systems, and most of them
requires off-line processing that precludes real time application
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of the illumination estimation on mobile devices. In this paper,
we developed a illumination estimation method that is suitable
for simulating real time illumination on mobile augmented reality
systems.

Illumination in Augmented Reality
The first issue in understanding illumination in augmented

reality is understanding the types and properties of illumination
sources that could be simulated in an augmented reality system.
Since the simulated part of an augmented reality system is essen-
tially a virtual reality simulation, types of illumination sources
that could be simulated in an augmented reality follow the types
normally found in a virtual reality. Strauss [15] defines three basic
types of illumination sources in a virtual reality simulation:

1. Point illumination source. The illumination originates from
a single point in space (e.g. a light bulb).

2. Directional illumination source. The illumination rays run
parallel from a certain direction (e.g. the sun). Could be
considered similar to a point illumination source, but posi-
tioned at a large or infinite distance.

3. Ambient illumination source. The illumination is spread dif-
fusely and evenly (e.g. illumination from a lamp equipped
with lampshades).

Strauss [15] states that direction and color of the illumination
source are two important properties necessary to simulate proper
illumination effect. Moreover, experiment by Slater, Usoh, and
Chrysanthou in [16] shows that the existence of shadows could
assist the spatial perception of the user. We therefore focused on
detecting directional and point illumination sources in order to be
able to simulate realistic shadows for a mobile augmented reality
system. To achieve this, we require real-time estimation of the
illumination condition of the environment surrounding the mobile
device.

Methods for Estimating Real World Illumination
Conditions

We explored three different methods that could be used to es-
timate the real world illumination condition. The first method is
using a light probe. A light probe is a spherical object coated with
reflective materials that could be used to capture the surround-
ing illumination of an environment [17, 18]. Since the intensity
of illumination sources in an environment normally spans a large
dynamic range compared to the environment itself, it is common
to use HDR imaging to capture the light probe images. The light
probe method has been applied to augmented reality simulations
to produce photorealistic virtual objects [6, 7, 8, 9, 10].

In general, the hardware setup of augmented reality simula-
tions developed using this method is using two separate cameras
[6, 8], one camera dedicated for viewing the light probe and an-
other camera dedicated to viewing and tracking the AR marker. A
one-camera setup is possible [9, 6], but necessitate the light probe
to be constantly viewable in the same scene with the AR marker.
An additional problem exists since the position of the light probe
is dynamically changing with respect to the camera, thus intro-
ducing the need to detect and track the position of the light probe.
Mounting the probe in a fixed platform is one possible solution
for this problem [9].

The second method is using a fish-eye lens to directly de-
tect and estimate the illumination sources surrounding the envi-
ronment [19]. HDR imaging could be done by varying the shutter
speed and aperture size of the imaging device. However, since
capturing the environment in several different dynamic range re-
quires the time of several seconds, this means that this method is
not suitable for real time applications. The fish-eye lens method
has been applied to augmented reality simulations [6, 20].

The third method is using analysis of shadows generated
by reference objects with known geometry to estimate the direc-
tion of the illumination sources [21, 22] and, in an outdoor en-
vironment, the strength of sky irradiance [11]. Panagopoulos et
al. use von Mises-Fisher distribution [21] and Markov Random
Field [22] to model the direction of the illumination sources from
the shadows detected in the input image. Their method and the
resulting illumination models was implemented to simulate shad-
ows of virtual objects for augmented reality, but they noted that
their algorithm requires three to five minutes of processing time
per image, making it unsuitable for real-time augmented reality.
Madsen and Nielsen [11] use contrast obtained by comparing the
brightness of the shadowed and unshadowed region of an outdoor
image to model the radiance of the sky and sun.

Among the three illumination estimation methods explored
above, we consider the shadow analysis method to be the one
most suitable for the purpose of real-time illumination estima-
tion on mobile augmented reality systems. The methods that use
light probe and fish-eye cameras requires computations that are
too costly to be processed in real time using the computational
power available in current mobile devices. Those methods also
require a specialized hardware setup. Although the shadow anal-
ysis method could not be used to produce illumination simulation
with photorealistic quality, it is sufficient to be used to estimate
the direction of the illumination source. However, the current us-
age of the shadow analysis methods found in [21, 22, 11] is not
optimized for mobile devices, and requires the development of a
new method that strikes a balance between good estimation ac-
curacy and lightweight computational requirement. In the next
section, we describe the new method that we developed in order
to answer this requirement.

Proposed Method for Real Time Estimation of
Illumination Direction

The key point of the shadow analysis method that we de-
veloped is based on two observations. The first observation is
that shadow analyses are typically performed by comparing the
shape of the projected shadow with the geometry of the object that
generates the shadow. By having the geometry of the shadow-
generating object known in advance, the computation required
in order to perform the comparison could be greatly reduced.
Moreover, another reduction in computational complexity could
be achieved by adding a constraint that the shadows are projected
to planar surfaces.

The second observation is that, rather than the traditional 2D
augmented reality marker, we could merge several 2D markers
within a rigidly constrained geometry to form a 3D augmented
reality marker. For example, a cube where all its six surfaces are
each textured with different patterns could act as a single aug-
mented reality marker, where each surface acts as an independent
marker by itself. The accuracy of marker registrations in this case
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could also be increased, since we now have six independent mark-
ers that could be registered from different viewing angles.

Combining the two observations, we reasoned that a 3D aug-
mented reality marker could also be used at the same time as a
reference object for shadow analyses. This reasoning provided
several benefits. Since the augmented reality marker would al-
ways be within the view of the mobile augmented reality system,
it would mean the reference object would also be simultaneously
viewed, and we eliminate the need of having two separate objects
that need to be constantly within the view for the method to work.
Another benefit is automatic geometrical recognition of the refer-
ence object, reducing the computation required during performing
the comparison between the projected shadow and the geometri-
cal shape of the reference object. Moreover, from the implemen-
tation viewpoint, augmented reality SDK such as Vuforia™ from
Qualcomm already supports the usage of three-dimensional mark-
ers with simple geometrical shapes.

From the observations and reasonings above, we choose to
use a cuboid 3D augmented reality marker as a reference object
for our shadow analysis method, due to its simple geometrical
shape. The basic outline of the shadow analysis method we de-
veloped could be divided into three steps. The first step is shadow
contour extraction, in which we a extract collection of points that
lies in the boundary between shadowed and unshadowed region
of the image. From this collection of points, we are able to re-
construct the basic shape of the shadow. An example of this step
is shown in Figure 1, where the left side of the figure shows the
example of shadow generated by our cuboid reference object and
the right side of the figure shows the result of the shadow contour
detection and tracing.

Figure 1. Example of the shadow contour extraction step.

The second step in our method is analyzing the shape of the
shadow contour extracted from the first step. The goal is to rec-
ognize points in the shadow contour that corresponds to points in
the geometrical shape of the reference object that generates the
shadow in that particular location. In our cuboid reference ob-
ject, the sharp corners of the shadow contour corresponds to the
upper corners of the cuboid. Using this method, we could then ob-
tain several pairs of points between the shadow contour point and
geometrical object point. Example of this pairing could be seen
in Figure 2, where each corners in the shadow contour are color
coded with its corresponding corners in the cuboid reference ob-
ject.

The last step in our method, after we obtain pairs of corre-
sponding points from the previous step, is forming a set of lines
from these pairs of points. We then project these lines and find
their intersection. This intersection of lines is interpreted as the
estimated position of the illumination source. Example of form-
ing the set of lines from obtained pairs of points could be seen in
the left side of Figure 3, and the projection of these lines could be
seen in the right side of the Figure. It could be seen that the pro-

jected lines converges at roughly the position of the illumination
source used in the example.

In order to have a real time shadow estimation, we perform
several levels of optimizations from the steps outlined above. We
took advantage of the existing augmented reality registration and
tracking system to extract the position of the corners in the image
captured by the mobile augmented reality system. Since shadows
generated by our reference object always originate from one of
the lower corners, we initialize our search space on a small ra-
dius surrounding this corner. This drastically reduces the number
of computations required to successfully trace the contour of the
shadow, as outlined in step one above. We initially tried to adapt
the canny edge detector using first order gradient, but we found
out that the computational load, multiplied by the number of pix-
els that need to be processed, is too large to be adequately pro-
cessed in real-time using mobile CPUs. Therefore, we use a sim-
ple high-variance search in determining potential edge candidates,
since edges usually have a high variance between the neighboring
pixels. We then performed a post-processing step using cluster-
based and vector-based analysis in order to reduce false positives
generated by noises. An example result of this step could be seen
in Figure 4, where the green (left) edge is the recognized shadow
edge after our post-processing.

Our second optimization is done during the tracing of the
shadow contours. Since reading pixel data is a costly operation,
we aim to minimize the number of pixels that need to be read dur-
ing shadow tracing. We performed the trace using jumps along the
current best estimate of the shadow vector. If the jumps failed to
land in a shadow edge candidate, we halved the jump distance and
re-sampled the pixels. If we succeeded in landing on a shadow

Figure 2. Example of finding corresponding points.

Figure 3. Example of estimating illumination source by correlated line pro-

jection.

Figure 4. Detected shadow edge candidate.
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edge, we double the next jump distance. Using this approach, we
are able to trace most shadow contours using less than 1500 pixel
readings, a huge savings compared to the hundreds of thousands
of pixels that need to be searched. The result of this binary jumps
could be seen on Figure 5.

Figure 5. Result of binary jump shadow contouring. The white crosses

shows the sampled pixels.

After obtaining the shadow contour, the second and third step
are relatively straightforward. We detect sharp corners from the
shadow contours and pair them with upper corners of the cuboid.
Since the detected shadow corners is in two-dimensional screen
coordinates, and the corners of the cuboid is in three-dimensional
world coordinates, we need to perform a single ray tracing from
each of the shadow corner to the lower plane of the cuboid in order
to obtain the three-dimensional world coordinates of the shadow
corners. We then form a line projection from the shadow corner
through the cuboid corner. From this, we calculate the intersection
between the lines and use it as the estimated position of the light
source. We use the midpoint of the closest point between two
lines in 3D space as the intersection point. In case we have three
projected lines, we calculate the intersection point between the
three pairings and use the mean of the coordinate values as the
intersection point.

Results
In order to simplify the calibration of the system for testing

purposes, we put the reference object and the illumination source
in a static position in our testing area. In this way, the position
of the illumination source in respect to the marker is fixed and
could be used for our ground truth calculation. We put the illumi-
nation source, the reference object, and the mobile device in the
arrangement shown in Figure 6.

The figure was overlaid by axes used in our coordinate sys-
tem, which is centered in the reference object as its origin point.
The green, blue, and red axes is the X, Y, and Z axes, respectively.
The solid lines shows the positive value of the axes, while the dot-
ted lines show the negative values. Using this coordinate system,
we then measure the position of the illumination source relative
to the reference object. The measured position of the illumination
source is (−54.3,66.2,54.3), all units in centimeters. This value
becomes our ground truth during testing the accuracy of the sys-
tem. For the illumination source, we use a 60 Watt clear incandes-
cent lamp with luminous power of 710 lumen. We implemented
our method in an Android mobile device with a single-core 1 GHz
CPU.

Accuracy
Our tests showed that, within our controlled environment,

for a successful tracing of the shadow, the directional accuracy
for the estimated light source position using our method is very
good, with angular error averaging lower than 0.038 radians. The
method is not so good in estimating the distance to the light
source, with the average estimated distance of 162.83 centime-
ters is 61% larger than the ground truth distance of 101.39 cen-
timeters. This is because small errors on angular estimation could
translate into a large shift in intersection points between the pro-
jected shadow lines. Generally, accurate estimation of the direc-
tion of the light source could already provide good illumination
simulation in augmented reality systems.

Demonstration
After obtaining the estimated illumination source position,

we perform a simple demonstration in order to show how our sys-
tem could enhance the immersion of existing augmented reality
systems. We created an augmented reality scene as shown in Fig-
ure 7. The augmented object is simulated to be located in front of
the reference object, but a lack of visual cues made it harder for
the depth to be perceived. The lighting for the scene came from
the upper left side of the image.

Using our illumination estimation system, we are able to es-
timate the position of the illumination source, and use this esti-

Figure 6. Arrangement of components in the experiment setup.

Figure 7. AR scene without illumination estimation.
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mation to project a virtual shadow for the augmented object. Fig-
ure 8 shows the projection from the estimated illumination source,
through the corners of the augmented object, and into the planar
surface, marked as circled dots on the surface.

Figure 8. AR scene with shadow projections from estimated illumination

source. For clarity, we added an outline to the real world shadow of the

reference object.

From the above projection, a simple rendering of a virtual
shadow for the augmented object could be done as shown in Fig-
ure 9. Although the shape of the virtual shadow is not an ex-
act match with the real world shadow, the direction of the virtual
shadow closely matches the real world shadow generated by the
reference object. Compared to the original image in Figure 7,
the addition of virtual shadows provides visual cues that ease the
perception of depth for the augmented object.

Figure 9. AR scene with rendered shadow projections.

Performance
On average, the implementation of our method is able to per-

form the entire estimation steps under 400 ms in a 1GHz single-
core CPU mobile device. In practice, not every frame managed
to be properly analyzed and estimated, and successful estimation
was done only 12.7% of the time. Most of the failures are caused
by the failure in the shadow contour tracing step. Combining the
estimation steps and the success rate means that in most cases, a
proper estimation of the illumination could be achieved within 15
seconds. Since a typical illumination source does not move con-
siderably in the real world, once a proper estimation managed to
be done, no further re-estimation should be needed. This partially

mitigates the low success rate of our implementation. In the worst
case that each frame need to do full estimations, our implementa-
tion achieves an average of 2.1 FPS. We also identify the shadow
contour detection step to be a major performance bottleneck, tak-
ing up to 98% of the processing time.

Weaknesses and Constraints
There are several weaknesses in the current implementation

of the method. The most prominent one is the need for a sharply
contrasted shadow and a uniform surface below the reference ob-
ject in order to ease the shadow detection and reduce the compu-
tational complexity. Another drawback is that the method fails to
do proper estimation if the light source lies behind the camera,
making the shadow to be fully occluded by the reference object.
Also, the current implementation only take into account a sin-
gle dominant illumination source. In addition, for illumination
sources positioned close to the reference object, large variance in
distance estimation could considerably affect the length of the vir-
tual shadows. In an outdoor scene, where the sun as the primary
illumination source is positioned at a large distance, this effect is
less noticable.

Conclusions and Perspectives
The new method that we developed is able to estimate the di-

rection of illumination in a mobile augmented reality system, de-
spite the challenge of much weaker processing power available for
mobile devices compared to desktop computing hardware. The
first implementation of the system is able to perform the estima-
tion in under 400 ms, achieving real time performance, but due
to the low success rate of the shadow contour tracing, the system
took about 15 seconds to properly detect and estimate the direc-
tion of illumination under controlled condition.

There are several advantages of the method that we devel-
oped compared to existing methods for estimating illumination di-
rection for augmented reality scene. This method does not require
specialized hardware setup such as light probes or two-camera
setup, making the method suitable for mobile augmented reality
systems. Moreover, this method is computationally efficient and
implementable in low-end mobile devices, opening the prospect
of mass adoption of the method.

Further works could be done in order to reduce the process-
ing time of the method. Preliminary experiments shows that de-
ploying the implementation in a more powerful mobile device,
with a quad-core 1.6 GHz CPU compared to the single-core 1
GHz CPU used in most of our experiments, reduced the process-
ing time by a factor of two, demonstrating the scalability of the
method. Further optimizations, such as moving part of the steps
to the GPU, or using mobile-optimized image processing libraries
such as FastCV, could further reduce the processing time of the
implementation.

A faster processing time would also mean that we could use a
more complex shadow detection and tracing method that provides
better accuracy compared to the present one. Since the shadow
tracing step is the step with highest failure rates, increasing the ac-
curacy of this step could increase the overall performance dramat-
ically. The geometrical shape of the reference object could also
be more complex, opening the possibility of having the markers
as tangible objects that the user could directly interact with. Us-
ing a more complex reference object also increases the number of
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points that could be compared between the object and the shadow
countours, potentially increasing the accuracy of the distance es-
timation between the object and the illumination sources.

In addition, having a larger processing budget would also
enable the color of the illumination source to be estimated in real-
time. One possible approach for color estimation aligned with
this method is to embed color patches to the surface textures of
the reference object, and estimate the color of the illumination
from the imaged reflectance values.
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