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Abstract 
A stereo one-shot six-band image-capturing system that 

combines multiband and stereo imaging techniques has been 
developed. This system can acquire both spectral color 
information and depth information at the same time. It worked well 
for two-dimensional objects that have a wavy structure like a 
tapestry.  In this paper, we discuss the accuracy of color 
reproduced by using this system. In the experiments, several 
stereo-pair images were captured while the distance between the 
two cameras was changed. The estimated color and spectral 
reflectance of a color chart are compared with the measurement 
results obtained with a spectrometer and estimation results 
obtained with the two-shot six-band camera system. It is confirmed 
the average color difference for 24 color patches of a color chart 
between measurement data and estimation result is dEa*b* = 1.21 
at maximum. Finally, demonstrations of image-capturing of three-
dimensional object, image transformation, and color reproduction 
are presented. 

Introduction  
The final goal of our research project is to use imaging 

technology to achieve high-fidelity color, gloss, and texture 
reproduction and three-dimensional (3D) shape, micro-structure, 
and movement reproduction of objects for archiving (e.g. cultural 
heritage and medical applications). Multi-band imaging 
technology is a solution for accurate color reproduction. Although 
several types of multiband camera system have been developed [1-

4], all of them are multi-shot type systems and they cannot take 
images of moving objects. Ohsawa et al. have developed a six-
band HDTV camera system [5]. However, the system requires very 
expensive customized equipment. In order to make multiband 
technology pervasive, equipment costs must be reduced and the 
systems have to be able to take images of moving objects. To meet 
these requirements, a stereo one-shot six-band image capturing 
system that combines multiband and stereo imaging techniques has 
been developed [6]. This system can acquire both spectral color 
information and depth information at the same time. It worked 
well for 2D objects that have a wavy structure like a tapestry at the 
time. In this paper, we discuss the accuracy of color reproduced by 
using this system. In the experiments, several stereo-pair images 
were captured while the distance between two cameras was 
changed. The estimated color and spectral reflectance of a color 
chart are compared with the measurement results obtained with a  
spectrometer and estimation results obtained with the two-shot six-
band camera systems [4].. 

Stereo six-band camera system  

Principle of color estimation using multi-band data  
As Fig. 1 shows, an object surface reflects light from 

illumination. Let the illumination spectrum and spectral 
reflectance be )(λW  and )(λf , respectively. The observed 
spectrum )(λI  can then be represented as  

)()()( λλλ fWI = ,                       (1) 
where λ  is wavelength. Let us consider a situation where the 

reflected light is captured by an N - band sensor. Let the spectral 
sensitivity of the sensor be T

NSSS ],,,[ )()()( 21 λλλ L=S . Let 
the matrix whose diagonal elements represent the spectral power 
distribution of illumination be W . Equation (1) can then be 
rewritten into a vector representation as 

WfI = .                (2) 
By using the Wiener estimation method [Pratt 1976], spectral 

reflectance is estimated from the camera signal,  HfSWfc == , 
as 

Fig.1: Geometrical setup 
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Fig.2: Principle of six-band image capturing 
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Mcf =ˆ ,        1}{ −= tt HRHRHM            (3) 
where M is the Wiener estimation matrix obtained from H , 

and R  is a priori knowledge about the spectral reflectance of 
objects. 

  In the Wiener estimation method, we used the correlation 
matrix R  modeled on a first-order Markov process covariance 
matrix in the form 
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where 10 ≤≤ ρ  is the adjacent element correlation factor 
and we selected 999.0=ρ  for our experiments. 

Six-band image capturing using an interference 
filter whose spectral transmittance is comb-
shaped  

Figure 2 shows the principle of six-band image capturing 
using an interference filter whose spectral transmittance is comb-
shaped. Our proposed camera system uses a pair of digital cameras. 
The filter is mounted in front of the lens of the camera and used to 
capture a specialized RGB image. The other camera is used to 
capture a normal RGB image. The filter mounted in front of the 
camera lens cuts off the left sides, i.e., the short-wavelength 
domain, of the peaks of both the blue and red in the original 
spectral sensitivity of the camera. It also cuts-off the green's right 
side, i.e., the long-wavelength domain. 

Stereo one-shot six-band camera system  
Our system consists of two commercial digital cameras, and a 

custom interference filter. The filter is mounted in front of the lens 
of one camera (see Fig.3). The captured two images have parallax. 
Therefore, to generate a six-band image from the pair of images, 
one image should be transformed to adjust it to the other image.  

As a first step to do that, corresponding points between two 
images are detected. Although the two cameras take images of the 

same target object, the color balance between the two images is 
quite different because of the interference filter mounted in front 
of lens of the one camera (Fig.4). General detection methods 
cannot work well in such a case. Then, we use the phase-only 
correlation method (POC) to detect the corresponding detection [7]. 
POC is a scale- and rotation-invariant pattern detection method 
that uses phase information. POC also has robustness against color.  

Next, the shape of the image captured with the interference 
filter is adjusted to that of the other image using the detected 
corresponding points. Projective transformation is a simple method 
and works well for two-dimensional (2D) objects. When the target 
object has 3D shape, nonlinear transformation is better. The thin-
plate spline (TPS) model [8] was used for image transformation in 
this work. The resultant two three-band images are combined into 
a six-band image. 

Phase-Only Correlation (POC) function  
 Consider two 1N x 2N  images, ),( 21 nnf  and ),( 21 nng , 
where we assume that the index ranges are 11 ,,1 MMn L−=  and 

22 ,,2 MMn L−=  for mathematical simplicity, and hence 
12 11 += MN  and 12 22 += MN . Let ),( 21 kkF  and 

),( 21 kkG  denote the 2-D discrete Fourier transforms (DFTs) of 
the two images. ),( 21 kkF  and ),( 21 kkG  are given by 
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Fig.3: Stereo six-band camera system 

(a) Image captured without filter (b) Image captured with filter

Fig.4: Captured images. 
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amplitude components, and )2,1( kkFje θ  and )2,1( kkGje θ  are phase 

components. 

 The cross spectrum ),( 21 kkR  between ),( 21 kkF  and 
),( 21 kkG  is given by 

)2,1(),(),( 2121 kkkkkk GFR = , 
        )2,1(
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kkj

GF eAA kkkk
θ

= ,           (7) 
where )2,1( kkG  denotes the complex conjugate of ),( 21 kkG  and 

)2,1()2,1()2,1( kkkkkk GF θθθ −= . On the other hand, the cross-
phase spectrum (or normalized cross spectrum) ),( 21ˆ kkR  is 
defined as 
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 The POC function ),( 21ˆ nnr  is the 2D inverse DFD of 

),( 21ˆ kkR  and is given by 
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Sub-pixel Image Registration 
 Consider ),( 21 xxcf  as a 2-D image defined in continuous 
space with real-number index 1x  and 2x . Lets 1δ  and 2δ  
represent sub-pixel displacement of ),( 21 xxcf  in 1x  and 2x  
directions, respectively. So, the displaced image can be 
represented as ),( 2211 δδ −− xxcf . Assume that ),( 21 nnf  and 
 ),( 21 nng  are spatially sampled images of ),( 21 xxcf  and 

),( 2211 δδ −− xxcf , defined as 
   222,111),(),( 2121 TnxTnxxxnn cff === ,           (10) 
   222,111),(),( 221121 TnxTnxxxnn cgg ==−−= δδ ,         (11) 

where 1T  and 2T  are the spatial sampling intervals, and index 
ranges are given by 11 ,,1 MMn L−=  and 22 ,,2 MMn L−= . 
Let ),( 21 kkF  and ),( 21 kkG  be the 2-D DFTs of ),( 21 nnf  and 

),( 21 nng , respectively. Considering the difference of properties 
between the Fourier transform defined in continuous space and 
that defined in discrete space carefully, we can now say that 
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The POC function ),( 21ˆ nnr  will be the 2D inverse DFT of 

),( 21ˆ kkR  , and is given by 
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where 1=α . The above equation represents the shape of the 
peak for the POC function for common images that are minutely 
displaced from each other. The peak position of the POC function 
corresponds to the displacement between the two images. We can 
prove that the peak value α  decreases (without changing the 
function shape itself), when small noise components are added to 
the original images. Hence, we assume 1≤α  in practice.  

Experiments  

Characteristics of the experimental equipment  
We used a consumer-model digital camera (D700, NIKON) 

which can write out raw image data without any color correction 
as NEF file format. This camera can take 12-MPixel image, and its 
bit-depth is 14 bits. We analyzed the NEF file format and 
converted NEF file into general raw file format. Figure 5 and 6 
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show spectral transmittance of the interference filter and spectral 
sensitivity of the camera used in this experiment. Note that the 
camera does not have sensitivity lower than 400 nm and higher 
than 700 nm because UV- and IR-cut filters are attached to the 
image sensor. 

Color reproduction of the color chart  
We evaluate the accuracy of reproduced color and spectral 

reflectance when the distance between the two cameras is changed. 
Macbeth ColorCheckerTM was used as a target object and the 
digital camera (Nikon D700) was used. Focus length of the lens 
was 105 mm. The distance between camera and color chart was 2 
m. As a first step, the first image was captured without the 
interference filter. Then the interference filter was attached in front 
of the camera lens and the second image was captured. Next, the 
camera with the filter was moved 15-cm horizontally in 1-cm 
intervals (see Fig. 7) and filtered images were captured at each 
position. The exposure setting (shutter speed, iris, etc.) of the 
camera were fixed. Projective transformation was used to generate 
a six-band image of color chart. 

Figure 8 shows the estimated spectral reflectance of the 24 
color patches of Macbeth ColorCheckerTM.  The estimation results 
when the camera's moving distance d=0, 5, 10, and 15 cm are 
plotted. To evaluate the estimation results, we also measured the 
spectral reflectance using a spectrometer, and the measurement 
results are plotted on the same graphs. We can see that distance the 
camera is moved does not affect the estimation of spectral 
reflectance under this experimental geometry. Good estimation 
results were obtained between 400 and 700 nm wavelength. There 
are some errors in near UV- and near IR-wavelength domain 
caused by the UV- and IR-cut filter on the image sensor.  

  Next, color difference ** bdEa  between measured color 
and estimated color was calculated. Averaged color differences of 
24 color patches 97.0** =bdEa , 15.1 and 21.1 when d = 0 cm, 
5 cm , 10 cm  and 15 cm.   

Image capturing of 3D object  
A stereo image of the Japanese doll shown in Fig. 4 was 

captured with the stereo six-band camera system shown in Fig. 3. 
The distance between the camera system and object was 2 m, the 
as same as in the experiment described above section, and the 
distance between the optical axes of the two cameras was 13 cm. 
Since the object has a 3D shape, a nonlinear method based on TPS 
was used for image transformation. Two color reproduction results 
before and after image transformation are shown in Fig. 9. We can 
see some artifacts of green, which were caused by parallax 
between the two captured images. On the other hand, few artifacts 
remain on the image after image transformation. 

Summary 
We evaluated color reproduction results for a six-band image 

captured with a stereo one-shot six-band camera system while the 
distance between the two cameras was changes. Estimated spectral 
reflectance and CIE L*a*b* value of the color chart were 
compared with the measurement data obtained with a spectrometer, 
and it was confirmed that average color difference of the 24 color 
patches of color chart between the measurement data and 
estimation achieved was 1.21 at maximum. 
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Fig.8: Estimated spectral reflectance.  
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Fig.9: Color reproduction results of 3D object.  

Before image transformation

After image transformation Color reproduction result
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