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Abstract
The fusion of regions from segmentation is often a required

step in order to analyze objects in the scene. It allows to group

under a same closure property the partitions of an image, which

denote the same object. In this way, several studies have been

made. Most of the algorithms are based on global information to

evaluate the relevance of region combinations and fusion. In this

paper, we propose a merging process based on Gestalt vision’s

theory. The particularity of our method is to preserve photogra-

pher’s region of interest thanks to the definition of a new criterion

based on Di Zenzo gradient. Thus, region fusion preserves pho-

tographer’s relevant objects of the scene. The performance of the

proposed method is evaluated using various natural images, in-

cluding Berkeley image database and its accuracy is shown.

Introduction
A segmentation process creates a partition, formed of con-

nected components representing the objects of an image. It

exists numerous approaches (threshold, edge detection, region

search. . . ). Segmentation is often achieved using low-level at-

tributes (color, texture, shape. . . ). However, the segmentation re-

sult of natural images, which are often characterised by textural

areas, is usually composed of a large number of regions; there is

some over segmented. Consequently, it is necessary to proceed to

a merging operation to allow content analysis and semantic inter-

pretation. The fact remains that all these segmented methods are

highly dependent on the pixel distribution of an image and the re-

sults, in the case of natural images, show divisions of regions due

to the circumstances of the shooting. To solve this problem, many

computer vision tools have emerged. They are based on a priori

knowledge about the subject area. For example, the SIGMA sys-

tem [9] or Shema [3] allow to define aerial images based on object

classes. But all these approaches are dependent on the application

domain and, therefore they do not provide a wide flexibility in

the variety of information provided by the natural images. So, we

are interested in the Gestalt vision’s theory that can take into ac-

count information from a higher level and which is based on the

spatial organization of objects and objects groups concepts. In

this paper, we propose a new method for merging regions based

upon Gestalt theory. The originality of this work is to integrate,

next to the Gestalt properties, the notion of photographer’s region

of interest by defining on a new criterion. It takes into account

the objects, which have interested the photographer during the

shooting, by selecting the objects with clear outlines. Regions as-

sociated to the objects of interest are preserved while the fuzzy

regions, located in the background, tend to merge together.

In the first part of the article, we briefly describe the basics of

perceptual grouping in focusing on the Gestalt vision’s theory. We

present, in a second part, the new criterion to control the merging

process and we discuss some of its properties. Finally in the last

part, we evaluate the method and propose some results in various

application fields.

Perceptual grouping: The Gestalt vision’s
theory

Gestalt vision theory is based on psychologist works and

refers to the fact that the human visual system is highly influ-

enced by the notion of group for image interpretation[13]. Re-

gion segmentation process is a necessary step for image interpre-

tation and consists in separating image into homogeneous regions

according to a chosen criterion. To allow automatic image anal-

ysis, regions have to be in relation with the objects of the scene,

such as a human observer could identify them. Thus, it is quite

natural to exploit human vision properties in segmentation pro-

cess to obtain semantic results. In [12], perceptual grouping was

exploited using Dempster-Shafer[2] formalism. In [8], Markov

Random Fields [7] are used. The obtained results have proved the

interest of using Gestalt properties. Some of them are illustrated

on Figure 1.

(a) proximity (b) similarity

(c) closure (d) continuity
Figure 1. Some Gestalt properties for perceptual grouping

Considering that an initial segmentation process has divided

a color image I into several regions Ri (I = ∪Ri), it is possible

to compute some measures between two regions Ri and R j of I,

which reflect the Gestalt properties. In the following, we describe

some of these measures.

The parameter Si, j deals with color proximity between two

regions Ri and R j. It is an Euclidean distance between the average
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values Mi and M j of the pixels in regions Ri and R j in the 3 di-

mensional CIE L*a*b* color space [4] which is calculated using

the following formula:

Si, j =

√

√

√

√

3

∑
k=1

(M j,k −Mi,k)2 (1)

The spatial proximity between 2 regions is expressed by the pa-

rameter CPi, j, with

CPi, j =
1

n j

n j

∑
k=1

e
−α
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where n j is the number of pixels of region R j, d(.) the Euclidean

distance, Pixel j,k is a pixel coordinate in the image space belong-

ing to region R j, F1,i,F2,i are the ellipse’s foci that encompasses

the region Ri and the parameter A depends upon elliptic approxi-

mation of the region Ri with:
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l

4
+

1
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√

L2 +

(
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2

)2
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where variables l and L are the dimensions of the rectangle en-

compassing a region (see Figure 2-left).

Figure 2. Notations and relations between two regions Ri and R j

The parameter CLi, j (Eq. 4) measures the degree of mutual

overlap. It is considered as closure parameter in Gestalt vision’s

theory:

CLi, j =
min(Perimeteri,Perimeter j)

Perimeteri, j
(4)

where Perimeteri, Perimeter j are the respective perimeter of

regions Ri and R j, and Perimeteri, j their shared perimeter.

Finally, the parameter COi, j (Eq. 5), that has been proposed

in [10], from the original Gestalt parameters, measures the conti-

nuity between Ri and R j.

COi, j = min

(

1

2
+Shapei, j ×Directioni, j , 1

)

(5)

with:

Shapei, j =
min(Capacityi,Capacity j)

max(Capacityi,Capacity j)
(6)

Capacityi =
Perimeter2

i

4π Sur f acei
(7)

Directioni, j =
||180−angle|−90|

90
(8)

This parameter is based on the general shape and direction of the

treated regions and thus introduce the notions of symmetry and

continuity. The Directioni, j is given by the value of the angle

formed by the principle main direction of regions Ri and R j as

shown in Figure 2-right. In Eq. 5, the value 1
2 was added be-

cause of presence of noise which can under-estimate the value of

COi, j [10].

In our work, we focus on the treatments of naturals digital

images. With such images, the regions of interest are the ones

which were focused by the photographer during acquisition pro-

cess, whereas the rest of the image is fuzzy and can be considered

as background. The Figure 3 illustrates such images. Particular

attention was driven on the flowers, which belong to first plan.

The rest of image constitutes the background and is character-

ized by its fuzziness. When computing color gradient such as the

Di Zenzo gradient on the images[15], magnitude of the gradient

edge is higher on the region of interest whereas the background

has weak gradient values. In the following, we propose to use

such characteristic in a Gestalt fusion algorithm.

Figure 3. Some natural images and magnitude of the Di Zenzo gradient (in

blue are values near 0 and in red the high values)

Merging process using Gestalt properties
and contour information
Gestalt distance and Naive Fusion Algorithm
(NFA)

From the original Gestalt properties used in [6], we define

a distance Gestalt DGi, j between two regions Ri and R j by the

following equation:

DGi, j = Si, j ×CPi, j ×CLi, j ×COi, j (9)

The distance DGi, j is in the interval [0,1]. A value close to 1

indicates that the regions Ri and R j are visually homogeneous

whereas a value near to 0 shows that the regions have very differ-

ent characteristics. This Gestalt’s parameter can be used in a sim-

ple process of regions merging as described by the Algorithm 1.

From here, we call this algorithm Naive Fusion Algorithm (NFA).
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Algorithm 1 Naive fusion algorithm (NFA)

do

for each region Ri ∈ I

find R j ∈ I such that max
j, j 6=i

DGi, j > 0

if R j exists then

merge Ri and R j

while fusions are possible

New merging constraints

The NFA only uses the Gestalt’s property to determine the

regions to be merged. As illustrated with Figure 5, the number

of regions widely decreases but a lot of details in the region of

interest is also lost. When we observe an image, the human eye

is sensitive to the reliefs contained in the image and the objects of

interest in a scene are often reflected by their position in the focal

depth of the lens when shooting. The objects in those regions have

good edge sharpness. To increase the NFA’s performance and to

take into account the human behavior, we now propose to modify

the initial Gestalt’s criterion by using the notion of sharpness.

We here introduce some notations. If I is an image to seg-

ment, Is is one initial region segmentation such that Is = ∪

i
Ri.

Each region Ri is associated to its contour Ci. Let Ib be a bi-

nary image of I obtained by one contour segmentation process.

We denote ζ the set of pixels of Ib non-equal to 0. The contour

image Ib is then a new information we propose to exploit in a new

fusion criterion as following.

For each region Ri of Is we calculate a parameter DRi

(Eq. 10) reflecting the quality of the spatial organization of the

contour Ci of Ri according to the high magnitude pixels of the

contour segmentation Ib. The set of measures DRi then reflects a

similarity degree between the two segmentations: the region and

the contour segmentations. The calculation of DRi, is realized by

dividing the edge Ci into a set of k intervals (Figure 4). We call

C
j
i the set of pixels of Ci restricted to the interval j (for j = 1 . . .k)

and the coefficient DRi which is defined by:

DRi =
1

k

k

∑
j=1

e j with (10)

e j =

{

1 when C
j
i ∩ζ 6= /0 (case 1)

1/n+1/m
2 otherwise (case 2)

with n = min
p∈N∗

(C
j−p
i ∩ζ 6= /0) and m = min

p∈N∗

(C
j+p
i ∩ζ 6= /0).

Thus n and m ∈ N∗ represent the number of intervals to browse,

respectively, clockwise and counterclockwise, before finding an

intersection between the edge points of Ci and ζ from the posi-

tion j.

For a region Ri, the coefficient DRi depends on the number of

shared pixels between the region segmentation and edge detection

but also rests on the position of their relative spatial distribution.

It returns a value close to 1 if the relief is fully demonstrated by

the edge detector or if the contour points are distributed around

a region on a regular basis. With this definition of DRi criterion,

we propose the new Gestalt Fusion Algorithm (new GFA) as de-

scribed in algorithm 2 to achieve the fusion of regions in an image.

Algorithm 2 New Gestalt fusion algorithm (new GFA)

do

for each region Ri ∈ I

if DRi < threshold, then

find R j ∈ I such that max
j, j 6=i

DGi, j > 0

if R j exists then

merge Ri and R j

while fusions are possible

Results and discussion
Algorithm results

In the remainder of this work, the segmentation algorithm

used to compute the initial region segmentation is performed us-

ing the global Mean Shift algorithm [1]. This version of Mean

Shift is used in a discretized color space. This procedure allows

a pixel to move directly to its neighbors in the color space. The

Mean Shift has the particularity to require only one single param-

eter δ r. It is a distortion parameter, used to set the quantization

level[1]. We have chosen this algorithm because of its reduced

number of parameters. Although, the choice of segmentation al-

gorithm is dependent on the intended application and its choice

should be adapted to the application context.

Dealing with color image, we chose to use Di Zenzo gra-

dient [15] to compute edge in the original image. This multi-

spectral gradient is calculated with the formula 11.

‖

−→

∇ I ‖2=
g11 +g22 +

√

∆

2
(11)

with:

−→v1 =




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
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


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By



 ; gi j =
−→vi ·

−→v j

∆ = (g11 −g22)
2 +4g2

12 and θ =
1

2
arctan

(

2g12

g11 −g22

)

.

The set of coefficients DRi allows selecting regions. The

selected regions have both edge sharpness and good Gestalt prop-

erties. Also, their are the best candidates for the merging. The

figure5 shows a result obtained by our proposed algorithm. The

figure 5-b shows the Mean-Shift initial segmentation results. As

we can observe, these results are visually relevant however they

cannot permit a semantic analysis of the segmented regions due

to the too large number of regions (17 regions). This over-

segmentation is typical when dealing with natural and textured

images and justifies a merging process as a post-processing treat-

ment.

Figure 4. A region and its cutting border

84 ©2011 Society for Imaging Science and Technology



The figure 5-c and 5-d are respectively the results of the

NFA, which only used Gestalt properties and new GFA, which

is our proposed one. Images 5-c and -d show more nuanced pic-

ture leaving better perception to analyze the semantic content of

a scene. The segmentation results in figure 5-d are comprehen-

sive (we can identify an animal in the middle of vegetation) even

if we don’t know anything about the original image. Using our

method, we preserve regions of high relief (regions with high val-

ues of DiZenzo gradient). These regions are the one chosen by

the photographer through the focusing of his camera lens.

a) b)

c) d)

Figure 5. Photograph of a deer in a plain, (a) original image, (b) discretized

global Mean Shift, (c)result of the merger with only the Gestalt distance (NFA)

and (d) our proposal (new GFA).

As shown in the pseudo-algorithm (algorithm 2), the fusion

result depends on some parameters: the number of intervals k and

the threshold value. The parameter k influences the strength of the

fusion process. As an example, image 6 shows different results of

segmentation based on the value of k.

In the first case (6-c) for an interval value k large (k =
1000000), we are looking for regions with a large number of con-

tour points. The algorithm so will not prevent the submission of

the regions of mountainous to a potential merging because the low

number of edge point contained. In the second case (6-d), with a

k parameter sufficiently small (k = 5), the system is more flexible

and edge map pixel distribution around the mountainous regions

is sufficient to block its merging with the background.

a) b)

c) d)

Figure 6. Photograph of a Savannah (a) original image, (b) edge map,

(c)result of the new GFA with k = 1000 000 and (d) new GFA with k = 5

On figures 5 and 6, we observe that the new GFA provides a

better representation of objects in the scene. The algorithm avoids

over-segmentation by reducing drastically the number of regions

in the image while preserving areas preferred by the photogra-

pher: only the fuzzy outline objects were merged. We observe

an average reduction about 90% of the region number and the la-

beling shows the morphological conservation of focused regions.

This method remains heavily dependent of the used edge detector.

Indeed, this one must be adapted to process data and must mini-

mize detection of false edges. However, the color edge detector

of Di Zenzo exactly meets these criteria. To process the images,

a threshold of 0.5 was used for the distribution evaluation of edge

points around a region. The parameter k (value of 5 for testing),

flexible enough show more details in the scene.

The proposed method is applying on plant image database.

Goal is to extract a set of regions to obtain morphological, struc-

tural and color characteristics of plants in order to compare them

with known patterns. The database is a set of color images of

natural scenes in various environments which we cannot have any

information. As previously, discretized global Mean Shift and re-

spectively the Di Zenzo operator are used to provide respectively

the initial segmentation and respectively the edge map. The re-

sult of the Mean Shift and the proposed merging algorithm are

shown Figures 7 and 8. Using global Mean-Shift in discretized

color space, which requires only one parameter, brings speed and

reduced color diversity. As observed in Figures. 7 and 8, mor-

phological parts of the plants (leaves, petals, stems. . . ) are better

retrieved using new GFA. This example shows the efficiency of

the proposed method on natural, color images.

Figure 7. Some results on images of plants taken in the wild. The labeling

of regions from the segmentation by a discretized Mean Shift (center) is fol-

lowed by a labeling of regions from the new GFA. The number of regions is

precised under the images.

An other application concerns image and text analysis of me-

dieval epigraphy. The database is composed of set of images of

stone carving. Objective is to study engraving characteristics and

text drawing and meaning. In this application, images are grey

images. So, only luminance is used for the calculation parame-

ter Si, j (Eq. 1). Illustrations are given Figures 9 and 10. These

ancient documents have rough surfaces and present some alter-
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Figure 8. Images of plants (left), the labeled regions using Mean Shift

(center) and labellings regions after the new GFA (right)

ations. Treatments on Figure 9 (bottom-left) shows the NFA is

not able to provide efficient segmentation. To many regions have

merged and regions with text have disappeared. On the contrary,

the new GFA reduces the number of regions and preserves the re-

gion of interest. On Figure 10, segmentation using new GFA is

followed by binarization.

Figure 9. Top: original epigraphy (left) and Mean-Shift segmentation (right).

Bottom: NFA result (left) and new GFA result (right)

Algorithm evaluation
In order to measure the performance of the method, we use

the images of the Berkeley database [5], which includes 300 natu-

ral images and hand-labeled segmentations. This collection offers

Figure 10. Image of text on a graphite (left) and the segmentation (right) by

an mean shift and the merging from the new GFA. We made a binarization

on pixels intensity denoting engraving areas

a wide variety of possible human segmentation’s and thus reflects

a general trend. We evaluate the segmentation results obtained

using Mean-Shift algorithm, NFA and the new GFA. To analyse

the results, we used the Probabilistic Rand Index (PRI). This op-

erator gives the number of pixels correctly classified according to

the ground truth. The Rand Index between test and ground truth

segmentation, respectively denoted S and G, is given by the sum

of the number of pairs of pixels that have the same label in S and

G and those that have different labels in both segmentations, di-

vided by the total number of pairs of pixels. Variants of the Rand

Index have been proposed [11, 14] for dealing with the case of

multiple ground-truth segmentations. In the Berkeley database,

we use human segmentations with the largest number of regions.

It is within these levels of segmentation that humans revealed the

most detail and the probabilistic Rand Index is defined by:

PRI(S,{Gk}) =
1

T
∑
i< j

[ci j pi j +(1−ci j)(1− pi j)] (12)

where ci j is the event indicating that the pixels i and j in image

space have the same label and pi j represents this probability. Ta-

ble 1 represents the PRI average values (and variance) obtained

on all test images from the database. Moreover, we indicate the

average number of regions in the segmented images. As observed,

the all algorithms have essentially the same values of PRI. As ex-

pected, the PRI values for new GFA is better than the NFA’s PRI

values. It indicates that the proposed method increases the basic

approach of Gestalt fusion algorithm. Moreover, new GFA gives

results between the result of the segmentation operator that can

produce over-segmentation and NFA which often produces under-

segmentation. The new algorithm offers a better images partition

in applications where we want to retrieve objects in a scene even

if the colors are poorly nuanced.

PRI values and number of regions on Berkeley database

PRI region number

average (variance) average (variance)

Human 0.87 36.6

Mean-Shift 0.771 (0.012) 31.9 (16.2)

NFA 0.6909 (0.0332) 17.47 (10.36)

new GFA 0.7115 (0.0232) 19.41 (11.46)

The results figure 11 show the influences of the new algo-

rithm on some poorly nuanced images. One can see, thanks to

use of the edge map information, a better conservation of all the

retailers while the NFA lose these regions.
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Conclusion
Natural image segmentation often produces over-

segmentation that prevents a semantic analysis of a scene.

There are ways to overcome this phenomenon through fusion

methods. In particular, using criteria based on the Gestalt vision’s

theory in the goal to keep a semantic approach of problem.

However, these approaches can lead to the inverse of the under-

segmentation. So we study how to regularize a post segmentation

process by controlling the fusion process. We proposed, in this

paper, a new criterion for guiding the regions merging when

analyzing images of natural scenes. We use new information

coming from edge map, that is to say the edge of objects of

interest in the first plan of the scene that have been focused by the

photographer. Such an approach can significantly improve the

segmentation results to go to a semantic natural scenes analysis.

In future works it would be interesting to study the optimal value

of the number of interval k to be used on regions of an image to

reduce parameters to have just the edge map to manage. This

parameter k has an influence on DR value depending on the size

of regions contour. A region of low dimension for example, with

a large k value cause a search for precision on the distribution

of edge map pixels around this small region and supports their

submission to a potential merger.
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