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Abstract
In this paper, we measured and modeled chromatic spatio-

velocity contrast sensitivity functions (chromatic SV-CSFs). In
addition, we applied our chromatic SV-CSF model to video qual-
ity evaluation. SV-CSF is a modulation transfer function of the
human visual system, and consists of the relationship among con-
trast sensitivities, spatial frequencies and velocities of perceived
stimuli. In our experiments, chromatic spatio-velocity contrast
sensitivities (SV-CSs) were measured by using red-green and blue-
yellow moving Gabor stimuli. From the results of chromatic SV-
CSs measurements, it was shown that the chromatic SV-CSs had
low-pass spatial frequency characteristics. In particular, the con-
trast sensitivities in the spatial frequencies over one cycle-per-
degree decreased gradually as the velocities of the stimuli in-
creased. From these results, we modeled the chromatic SV-CSFs
based on Gaussian functions combined in spatial frequency and
velocity domains. Furthermore, for evaluating color video qual-
ity, we applied our chromatic SV-CSF model to SV-CIELAB which
is the video quality evaluation method using SV-CSF models.
From the subjective experimental results for the validation, it was
shown that SV-CIELAB using chromatic SV-CSF models is com-
parable to or better than conventional methods such as CIELAB
color difference, Spatial-CIELAB and so on.

Introduction
Recently, due to the development and popularization of high-

definition televisions, digital video cameras, Blu-ray discs, digital
broadcasting, IP television and so on, high-quality videos have
been widely used in our life. As high quality videos have become
popular, it plays an important role to evaluate video quality.

Since image/video quality is perceived through the hu-
man visual system, a lot of image/video quality evaluation
methods have been proposed by incorporating human visual
characteristics. In particular, contrast sensitivity functions
(CSFs) are frequently used as the human visual characteristics
[1][2][3][4][5][6]. CSF is a criterion of visual sensitivity to con-
trast of different spatial and temporal grating patterns, and a lot of
CSF models have been proposed [1][7][8][9][10][11][12]. Espe-
cially, it is said that spatio-velocity CSF (SV-CSF) is efficient to
evaluate video quality [13]. SV-CSF consists of the relationship
among contrast sensitivities, spatial frequencies and velocities of
perceived stimuli. In the measurement and modeling of the con-
ventional SV-CSFs[13][14][15], achromatic (luminance) grating
stimuli were used. However SV-CSFs have been not measured
and modeled by using chromatic grating stimuli.

In this research, therefore, we measured and modeled chro-
matic SV-CSFs. In our experiments, on the basis of the opponent
color theory, chromatic spatio-velocity contrast sensitivities (SV-
CSs) were measured by using red-green and blue-yellow mov-
ing grating stimuli. We also measured achromatic SV-CSs by us-
ing luminance stimuli to compare our measurement results with
a conventional achromatic SV-CSF model. In the modeling, we
constructed chromatic SV-CSF models for red-green and blue-
yellow stimuli. We also investigated the accuracy of the proposed
chromatic SV-CSF models by calculating the relative errors be-
tween the measurement data and the proposed models. Further-
more, we present an application of our chromatic SV-CSF models
to color video quality evaluation.

Related Works
Spatio-Velocity Contrast Sensitivity Function

The frequency response characteristics in the human visual
system are mostly described by CSFs which are the modulation
transfer functions in the human visual system. In the measure-
ments of contrast sensitivities, subjects observe grating stimuli
designed based on sine patterns with various contrasts, and limits
of distinguishable contrasts are obtained.

CSFs are mainly separated to four types: spatial, temporal,
spatio-temporal and spatio-velocity types. A lot of CSF models
have been proposed, and used to evaluate image/video quality in
the practical applications. In particular, S. Daly suggested SV-
CSF is useful to evaluate video quality [13]. In the measurements
of SV-CSs [14][15], Gabor patterns were used as the grating stim-
uli which moved from left to right on a display device as shown in
Fig.1. A fixation point is also displayed at the center of the stimuli
and the point moved along the motion of the stimuli. The subjects
are instructed to fix their gazes on the fixation point, and contrast
sensitivities were measured.

Figure 2 represents the SV-CSF model [14]. The SV-CSF
consists of the relationship among contrast sensitivities, spatial
frequencies and velocities. The SV-CSF has band-pass character-
istics and the peak of contrast sensitivities at 0 degrees-per-second
(dps, the degrees means visual degrees) is around 3 cycles-per-
degree (cpd). As the velocity increases, the peak becomes close
to lower frequency.

Chromatic Contrast Sensitivity
In the research field of human color vision, chromatic con-

trast sensitivities have been also measured in spatial, temporal and
spatio-temporal frequency domains [9][16][17]. In general, based
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Figure 1. Moving Gabor stimulus in measurements of SV-CSF.
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Figure 2. Achromatic SV-CSF model [14].

Figure 3. Stimulus in chromatic (red-green) contrast sensitivity measure-

ment.

on the opponent color theory, red-green or blue-yellow stimuli
have been used. In the measurements, as shown in Fig.3, the
luminance of chromatic stimuli is stabilized [16]. The previous
measurement results showed the chromatic CSFs have low-pass
spatial frequency characteristics, with it regardless of the tempo-
ral characteristics.

Measurement and Modeling of Chromatic
Spatio-Velocity Contrast Sensitivity
Measurement Method

In our measurement experiments, SV-CSs were measured us-
ing three kinds of stimuli: luminance, red-green and blue-yellow.
The luminance stimuli were used for ascertaining whether the re-
sults in our measurements are the same as the ones in the con-

Table 1. Luminance and xy chromaticity of stimuli.
Luminance stimuli Luminance : 100 cd/m2

Chromaticity : x=0.322, y=0.325
Red-green stimuli Luminance : 38.5 cd/m2

Red : x=0.644, y=0.329
Green : x=0.311, y=0.596
Background : x=0.525, y=0.424

Blue-yellow stimuli Luminance : 12.2 cd/m2

Blue : x=0.148, y=0.062
Yellow : x=0.525, y=0.424
Background : x=0.196, y=0.108

Table 2. Stimuli setups.
Stimuli pattern Gabor pattern
Size 4 visual degrees
Spatial frequency 0.5, 1, 1.5, 2, 3, 4, 6, 8 cpd
Velocity 0, 10, 20 dps

Table 3. Experimental conditions.
Display device 27” LCD (1980 � 1200 pixels)
Viewing distance 800 mm
Room condition Dark room
Measurement
method

Up-and-down method

Number of observers 13 observers in each condition

ventional measurements. Table 1 shows the luminance and xy
chromaticity of the presented stimuli. The xy chromaticity was
decided based on the previous researched [16]. The stimuli were
displayed on a 27” LCD display with 1980 � 1200 pixels.

Table 2 and 3 show the stimuli and the experimental setups
to measure SV-CSs. Gabor patterns of 4 visual degrees in diame-
ter were used as the stimuli, and the stimuli patterns moved from
left to right on the display as shown Fig.1. The subjects were in-
structed to fix their gaze on a fixation point on the stimuli. The
spatial frequencies of the stimuli were 8 steps from 0.5 to 8 cpd
which decided based on the previous studies about chromatic con-
trast sensitivities [16][17]. The velocities were 3 steps (0, 10 and
20 dps on the subject’s retina) that were decided based on the pre-
vious report which surveys statistical characteristics of broadcast
video signals [18]. In our experiment, an up-and-down method
was used to obtain the thresholds of contrast sensitivities. Thir-
teen subjects observed the moving stimuli and judged whether the
contrast was visible or not. The viewing distance is 800 mm.

Results and Discussion
Figure 4 and 5 show the measurement results. In the exper-

iments with luminance stimuli, our results are similar to the con-
ventional ones [14]. To compare our measurement results with
a conventional achromatic SV-CSF model [14], the relative error
was calculated by the following equation.

erelative�

������
∑
ρ�v
�CSm�ρ�v��CSFa�ρ�v��2

∑
ρ�v

CSFa�ρ�v�2
(1)
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(a) Luminance stimuli
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(b) Red-green stimuli
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(c) Blue-yellow stimuli
Figure 4. Results of chromatic contrast sensitivity measurement (Error bar: 95% confidence interval for the mean).
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(c) 20 dps
Figure 5. Comparison of results among luminance, red-green and blue-yellow (Error bar: 95% confidence interval for the mean).

where CSm and CSFa are the measured contrast sensitivities and
the calculated ones by using the achromatic SV-CSF model, re-
spectively. ρ and v are the spatial frequency in cpd and velocity
in dps as shown in Table 2. The achromatic SV-CSF model is
given by

CSFa�ρ�v��kc0c1c2�v� cv��c12πρ�2 exp

�
�

c14πρ
ρmax

�

k�6�1�7�3�log�c2�v� cv��3��3

ρmax�45�9��c2�v� cv��2�

(2)

where c0, c1, c2 and cv are the parameters of the achromatic CSF
model: c0 = 1.85, c1 = 0.56, c2 = 0.48, and cv = 5.1. In our
study, the relative error was calculated by the following equation.
In our study, the relative error between our results and the SV-
CSF model are 23.5%. It is considered that the relative error is
in an acceptable range considering the measurement errors shown
in Fig.4. In other words, our measurement conditions were al-
most the same as the conventional ones. In the results of SV-CSs
to both red-green and blue-yellow stimuli, the peaks of the con-
trast sensitivities become close to lower spatial frequency under
one cpd, as the velocity of stimuli increases. In our experiments,
the results of 0 dps stimuli have the similar tendency as the con-
ventional studies [16][17]. The results of red-green stimuli are
slightly higher than those of blue-yellow stimuli.

Modeling
Based on the measurement results, we modeled a chromatic

SV-CSF model. In the previous study [6], a chromatic CSF model
was proposed based on a Gaussian function of spatial frequency.

From this observation, the chromatic SV-CSF model was modeled
by following equations.

CSFc�ρ�v��k exp

�
�

ρ2

2σ1σv
2

�

σv�exp

�
�

v2

2σ2
2

� (3)

where ρ is spatial frequency in cpd and v is the velocity in dps.
k, σ1 and σ2 are parameters of the model that allow fine tuning.
k controls the maximum contrast sensitivity, σ1 does the contour
of the model in the spatial frequency domain, and σ2 does the
contour in the velocity domain. σv is a Gaussian function of v
and σ2, which controls the contour in spatial frequency domain
when changing the velocity of the stimuli. The parameter values
found by optimization are as follows: k=78.1, σ1=13.8 and σ2
=14.2 for red-green stimuli, and k=65.8, σ1=14.2 and σ2 =13.1
for blue-yellow stimuli. Figure 6 represents our chromatic SV-
CSF model for red-green stimuli. The contour of the SV-CSF
model for blue-yellow stimuli is almost the same as the one for
red-green stimuli. The relative errors given by Eq.(1) are 12.2 %
for ref-green stimuli and 9.8 % for blue-yellow stimuli. Figure 7
and 8 show the comparison between the measurement results and
our chromatic SV-CSF model.

Application to Video Quality Evaluation
In this section, we present an application of the chromatic

SV-CSF to SV-CIELAB which is a video quality evaluation
method based on SV-CSF model [19]. SV-CIELAB was pro-
posed to evaluate only gray-scale videos by using the achromatic
SV-CSF model which is described above. In other words, SV-
CIELAB could not take into account color video quality evalu-
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(a) Viewpoint #1 (b) Viewpoint #2
Figure 6. Chromatic SV-CSF model for red-green stimuli.

−0.5 0 0.5 1
0

0.5

1

1.5

2

2.5

log spatial frequency (cyc/deg)

lo
g 

co
nt

ra
st

 s
en

si
tiv

ity

 

 

measured data
SV−CSF model

(a) 0 dps
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(c) 20 dps
Figure 7. Comparison between result with red-green and our chromatic SV-CSF model (Error bar: 95% confidence interval for the mean).
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Figure 8. Comparison between result with blue-yellow and our chromatic SV-CSF model (Error bar: 95% confidence interval for the mean).

ation enough, because chromatic SV-CSF models had not been
proposed. Therefore, for evaluating color video quality, we incor-
porated our chromatic SV-CSF models into SV-CIELAB.

Overview of SV-CIELAB using achromatic and
chromatic SV-CSF models

The calculation process in SV-CIELAB using the achro-
matic/chromatic SV-CSF models is almost the same as the con-
ventional ones. Therefore, in this paper, we describe the overview
briefly (See Ref.[19] for more details).

Figure 9 shows the overview of SV-CIELAB. As described
in the previous sections, the SV-CSF models contain velocity axis.
Therefore, first, the velocities at each pixel are acquired. To obtain
the velocities, we calculated optical flows by using the Bergen’s
method [20]. In Bergen’s method, gray-scale images are used

for obtaining optical flows. So we used Y image in CIEXYZ
color space for the optical flow calculation. Next, the original
and distorted videos are separated to the opponent color channels:
A(luminance), T(red-green), D(blue-yellow) of Guth’s model in
1991 [21]. The videos separated at each channel are filtered us-
ing the optical flows and the SV-CSF model. As shown in Fig.10,
we obtain video frames separated in spatial frequency domain for
filtering. By using the velocity information, the frames separated
at each spatial frequency are weighted by contrast sensitivities in
the achromatic/chromatic SV-CSF models. A final filtered frame
is obtained by synthesizing the weighted frames. Finally, the cri-
teria in SV-CIELAB are obtained by calculating color differences
between filtered original and distorted videos. To calculate the
differences, the filtered videos are transformed to L*, a*, b* val-
ues in CIELAB color space. The color difference is computed
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Figure 9. Overview of SV-CIELAB.
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Figure 10. Filtering in SV-CIELAB (Example of A(luminance) channel).

pixel-by-pixel and then the mean difference between the videos is
calculated as the criterion of SV-CIELAB.

Validation
For the validation of SV-CIELAB using the achro-

matic/chromatic SV-CSF models, subjective evaluation experi-
ments were conducted. In the validation, subjective results were
compared with SV-CIELAB and the conventional image/video
quality evaluation methods which are PSNR (peak signal-to-noise
ration), SSIM[22], CIELAB color difference, S-CIELAB[6] and
ST-CIELAB[5].

In the experiments, we prepared four kinds of videos, which
are the test samples of VQEG (video quality expert group). The
distorted videos were generated by adding random noise of 0, 7.5,
10 and 12.5% and totally 16 videos were evaluated. The videos
are 30 frames/second, the size is 256 � 256 pixels, and the time

of each video is 20 seconds, which is generated by displaying a
video of 10 seconds continuously. Fifteen observers participated
in the subjective experiments. The original and distorted videos
were presented at the same time on the left and right side of the
display. The observers evaluated the degraded level by the scale of
1 to 5 (1: the same, 2: slightly different, 3: different, 4: definitely
different and 5: very different). The display device is a 27” LCD
(1920 � 1200 pixels) and the viewing distance is 400mm which
are decided based on the standard viewing distance described in
Ref.[18].

Figure 11 shows the results of the relationships between sub-
jective and objective scores (SSIM, S-CIELAB and SV-CIELAB
which is extended to evaluate color video quality). Table 4 also
shows Spearman’s rank order correlation coefficients [23] be-
tween subjective and objective scores. As shown in Fig.11 and
Table 4, the extended SV-CIELAB to evaluate color video qual-
ity is comparable to or better than the conventional image/video
quality evaluation methods.

Conclusions
In this research, we measured and modeled chromatic SV-

CSFs. The measurement results show low-pass characteristics,
and the peaks of contrast sensitivities appear in lower spatial fre-
quency as the velocity increases. From the results, we constructed
the chromatic SV-CSF model based on Gaussian functions. In
our study, we also applied our chromatic SV-CSF model to SV-
CIELAB for evaluating color video quality. From the experimen-
tal results for the validation, it was shown that the SV-CIELAB
is comparable to or better than the conventional methods which
are PSNR, SSIM, CIELAB color difference, S-CIELAB and ST-
CIELAB.

As future work, it would be interesting to incorporate visual
attention models using motion information to SV-CIELAB, be-
cause information of visual attention is effective in image/video
quality evaluation. In particular, motion information is signif-
icantly related with SV-CSs and visual attention while viewing
videos. Therefore, we will employ visual attention areas based on
motion information for a high-performance video quality evalua-
tion method.
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