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Abstract

Rapid proto-typing of product is important technology that
the computer science can contribute. Especially, the evaluation
of realistic appearance decides the quality of the product in a fi-
nal process. As the industrial design application, we have been
developing the Appearance-based Display System by using the
radiance control of projector and technique of mixed-reality. In
this paper, we proposed a novel reproduction system of three-
dimensional appearance with glossiness, which is controlled by
two or more projection images. R. Raskar et al. proposed 2-pass
rendering method to consider the 3D geometry. However, view-
dependent shading, such as specular highlights is not considered
in this method. Because the shading view is assumed to be the
same as rendering view or user’s viewpoint, the view-dependent
shading could not ensure consistency. Therefore, in this paper,
we divide 3D geometry into object shape, virtual light direction
(shading direction), user’s viewpoint (view-dependent rendering
view) and projector position(view-independent rendering view).
3D geometry of the viewpoint and the object can be calibrated
by the space encoding method with projector-camera system. Ac-
cording to the geometry calibration, the partial responsibility and
compensation of the intensities errors such as occlusions, over-
laps and attenuation for each projection is automatically decided.
As the result, this system can generate the real appearance of
gloss, color and shade on the mock object’s surface.

Introduction

Accurate reproduction of real objects is an important tech-
nique that has been researched in the field of a digital imaging and
the computer graphics. Recently, this reproduction has achieved
the remarkable progress that is improved by using BRDF (Bi-
Reflectance Distribution Function) and ray tracing technique. As
a similar approach with this description of appearance, several re-
searchers have investigated the possibility of using projectors for
mixed-reality reproduction [1, 2] . Such projector display systems
can project images onto any object, and the image can be recog-
nized as a reflection of the object.

As the industrial application with mixed-reality, we con-
structed a projection based display system. In this system, pho-
tometric appearance is corrected for color matching between a
real mock object and a mixed-reality mock object [3, 4]. The
projected image is reproduced by each observer’s position, the
mixed-reality mock surface is perceived as the real object mate-
rial. As the other applications, image-based rendering technique
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is introduced to reproduce intricate glossiness accurately. How-
ever, these reproduction is considered only the projection image,
not 3D (three-dimensional) geometry.

R. Raskar et al. proposed 2-pass rendering method to con-
sider the 3D geometry[5], which is able to controll two or more
projection images. However, view-dependent shading, such as
specular highlights is not considered in this method. Because
the shading view is assumed to be the same as rendering view
or user’s viewpoint, the view-dependent shading could not en-
sure consistency. As well known, in view-dependent shading, the
specular highlight as seen by the observer, which moves com-
pared with the moving of diffuse color in view-independent shad-
ing. Therefore, in this paper, we divide 3D geometry into object
shape, virtual light direction (shading direction), user’s viewpoint
(view-dependent rendering view) and projector position(view-
independent rendering view). In this system, 3D geometry of the
viewpoint and the object can be measured by the space encod-
ing method with projector-camera system. According to the mea-
sured geometry, the partial responsibility and compensated image
of each projection is automatically decided. As the result, this
system can generate the real appearance of gloss, color and shade
on the mock object’s surface.

The proposed work is introduced in this paper as fol-
lows. Section 2 describes the concept and improvement of our
Appearance-based Display which we have ever constructed. Sec-
tion 3 explains our improvement for reproducing of 3D appear-
ance with multi-projector and camera, and shows experimental
system and results. Section 4 discusses the advantage and disad-
vantage of this achievement, we concludes our work and future
work.
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Figure. 1. Schematic illustration of the Appearance-based Display system
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Figure. 2. Experimental system using the projector and
head tracking system

Relation to previous work

In our previous development, the basically idea was the radi-
ance matching between the real and mixed-reality mock objects.
The projected luminance was controlled to match the reflected ra-
diance on tristimulus value XYZ between both objects . Accurate
reproduction was possible by photometric correction and ray trac-
ing techniques as shown in Figure 1.

The luminance distribution on the mock object can be calcu-
lated by its BRDF and the position of observer. In order to per-
form real-time reproduction of gloss appearance with the move-
ment of the observer’s position, the proposed system uses graph-
ics hardware to accelerate the calculation. Figure 2 shows an
experimental system using the head tracking system, and Fig-
ure 3 show the results of reproduction for gloss appearance at the
Appearance-based Display System.

In this experiment, these appearances were the reproduction
based only on the projection image, not 3D geometry. Therefore,
we proposed a novel reproduction system with three-dimensional
appearance with glossiness, which is controlled by two or more
projection images.

Approach

As shown in Figure 4, a projector-camera pair forms the ba-
sic constituent of the proposed display system. The camera is
rigidly attached to the projector and its field of view is wider than
that of the projector, making it possible to capture the entire area
illumined by the projector. The display system consists of multi-
ple such projector-camera unit connected to a computing platform
(e.g. a PC). Inter-system communication is accomplished through
networking.

In our research, we focus on multi projection system with
observer’s view-dependent virtual shading such as specular high-
lights. As well known, in view-dependent shading, the specu-
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Figure. 3. Experimental images of reproduction for gloss appearance

lar highlight as seen by the observer moves compared with the
moving of diffuse color in view-independent shading. To re-
produce the specular highlight with the observer’s position, the
specular highlight is 2pass-rendered the same as texture of view-
independent shading.

Figure 5 illustrates the main modules of our display system.
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Figure. 4. lllustration of 3D reproduction and shape measurement
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Figure. 5. Flowchart of the projection display system
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(a) D2 viewed from P2

b) D1 viewed from P2
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Figure. 7. Measurement result of shadow information and compensation image of its shade

The geometric calibration module estimates the intrinsic and ex-
trinsic parameters of the projector and camera, as well as their
relative pose. And the shape of the object’s surface is acquired
for which each projector-camera pair obtains its own surface de-
scription (e.g. a mesh). The next module is to compute the alpha
blending filter for correction of projection intensities errors. In
the rendering, the view-dependent module monitors the display
configuration and renders only specular highlight on the texture
buffer for each projector-camera pair. Once the specular high-
light is rendered, texture of the specular highlight is mapped on
the shape of the object’s surface and rendered on projection im-
age automatically. During rendering, the intensities errors such
as occlusions, overlaps and attenuation are modified using alpha-
blending available in the graphics hardware.

Geometric calibration

3D geometry of each projector-camera are calibrated due to
acquire both intrinsically and extrinsically. Camera can be cali-
brated using the techniques proposed by Z. Zhang et al. [6]. Pro-
jector can be also calibrated easily using the techniques proposed
by S. Zhang et al. [7] with paired camera. All extrinsic param-
eters are calibrated to capture the checker board pattern that is
overlooked from all devices. According to the camera-projector
calibration, each optical axis can be almost approximated with
the same. The paired projector-camera’s intrinsic and extrin-
sic parameters used to reconstruct the shape of the object’s sur-
face. In addition, the projector’s intrinsic and extrinsic parameters
matches a perspective projection matrix that is used to render the
scene from the projector’s view.

To acquire the partial responsibility and compensation of the
intensities errors such as occlusions, overlaps and attenuation for
each projection, each projector-camera pair obtains its own sur-
face description as geometric calibration. In calibrated setting, the
structure encoding pattern is projected to mock object from each
projector as shown in Figure 6 (left, center). Due to capture sev-
eral pattern each projector-camera system, the shape of object is
calculated by using linear triangulation method[8]. According to
acquire the shape of the object’s surface, each projector-camera
pair obtains its own surface description (e.g. a mesh Figure 6
(right)).

W\ B

Figure. 6. lllustration of shape measurement
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Intensity Correction

For compensation of the intensities errors, the alpha blend-
ing filter is computed. For illustrative purposes, Each projector-
camera pair denoted as P,, C;, forms an active stereo pair S; in our
system. The shape of the object’s surface is denoted as D; that is
acquired from S;. the alpha blending filter is denoted as o

For example, each shape of the object’s surface D and D,
are calculated by using perspective projection from a projector’s
view Pj as shown in Figure7 (a, b). Dy and D, are defined in the
2D local coordinate frame Dop 1 and D»p o, which is shape and
position of intensities errors such as occlusions, overlaps and at-
tenuation. In the Figure 7 (c), the part of white color is shadow
region by other than P;. The part of black color is borderline
between multi-projected region by including P, and single pro-
jected region by excluding P;. Shadow region is equal to only
Py’s projection on Dyp 1. The alpha blending filter o able to be
computed by using [1, 9, 10] for compensation of the intensities
errors such as occlusions and overlaps (Figure 7 (d)). And, the
alpha blending filter oy is divided by inner product between pro-
jection surface’s normal and projector direction P; and multiplied
by squared distance between projection surface and projector for
the attenuation’s correction.

In this system, we try to compensate the projection image of
the intensity uniform illuminant area as shown in Figure 8. Since
the shadow region that is equal to only one projection is already
known from previous measurement, each projection image is re-
duced its intensity to make the reflected radiance seamlessly. As
the same case of appearance rendering process, the blending pro-
cess operates by computed blending filter for the intensities cor-
rection.

The rendering process

For reproduction of three-dimensional appearance with
glossiness, which is controlled by two or more projection images.
R. Raskar et al. proposed 2-pass rendering method to consider
the 3D geometry[1, 9]. However, view-dependent shading, such
as specular highlights is not considered in this method. Because
the shading view is assumed to be the same as rendering view
or user’s viewpoint, the view-dependent shading could not en-
sure consistency. As well known, in view-dependent shading, the
specular highlight as seen by the observer, which moves com-
pared with the moving of diffuse color in view-independent shad-
ing. Therefore, in this paper, we divide 3D geometry into object
shape, virtual light direction (shading direction), user’s viewpoint
(view-dependent rendering view) and projector position(view-
independent rendering view) as shown in Figure 9. Phong shading
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(a) Rendering 3D object

(b) Right projection

(c) Left projection (d) Final rendering

Figure. 8. Explanatory figure of rendering process of 3D object and compensation of its shade

is used for rendering 3D model as shown in the following equation
[11].

I = L(kgcosO + kscos” @) (1)

View-independent shading such as specular highlight is denoted
by first term. View-dependent shading such as diffuse color is de-
noted by second term. L is incident light and 7 is reflected light
as the observer’s view. To reproduce the specular highlight with
the observer’s position, the only specular highlight is rendered in
the first pass. This image is then served as a projective texture
and projected from the viewer’s point of view onto a 3D model of
the object’s surface. The textured 3D model is rendered by using
perspective projection from each projector’s view in the second
pass. According to the specular highlight is 2pass-rendered on
texture of view-independent rendering, this second rendered pro-
jection will appear as the desired specular highlight to the viewer.
In addition the diffuse color is multiply rendered in the second
pass. Finally, the rendered image [ is alpha blended as projection
image Ip, by computed blending filter for the intensities correction
as shown in the following equation.

1(x) =Y o4lp(x) 2
i=1

Coodinate of projection image is denoted as x. n is pair unit uses.

Shadingdirection
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View-independent
rendering view

View-dependentshading view as firstrendering
(Observer's view)

Figure. 9. Two-pass rendering algorithm

Implementation
Implementation of system

Figure.10 shows the experimental proto-type system which
is minimum setup to examine the rendering of 3D appearance.
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In this system, we use two projectors (Panasonic PTOLBSINT,
1024x768) and two cameras (IMI Tech IMC-17FT, 1280x960).
Each projector-camera system is set against each other. The in-
trinsic and extrinsic parameters of projector-camera system are
initially measured by using the check pattern which size is al-
ready known. The 3D mock object is half sphere material which
has diffuse reflection, and set to the center on the desk covered by
projection and capture area.

The object shape and projection pixels on the object surface
are measured by projecting structured light patterns. Since pro-
jector has 1024x768 and camera has 1280x960 resolutions, the
dynamic range of the structured encode measurement has 9 bit
resolutions. Therefore, theoretical accuracy of position is 0.68mm
at 650mm x 700 mm measurement region.

Instead of observer’s eye, we use another monitor camera
which is installed upon 5 degrees in the vertical direction on the
desk. This camera is used to evaluate the compensation of regis-
tration, overlapping and shadow.

Experiment for gloss appearance on 3D object

For the first evaluation of our system, we reproduce the red
appearance on 3D object. Figure 11(a, b, ¢) shows the appearance
of diffuse reflection, and Figure 11(d, e, f) shows the gloss ap-
pearance on the same object. In the diffuse reproduction, it suc-
ceeds in the alignment of projected position and division to the
responsible area of each projector. In the gloss reproduction, it is
confirmed that the position of specular is also accurate. Another
examination of reproducing appearance is shown in Figure 12(a).
Figure 12(a) shows the reproduction of plaster appearance, and
Figure 12(b) shows the reproduction of metal appearance. It is
known that these texture appearances depend on variation of its
histogram [12, 13, 14]. Our 3D reproducing system is suitable for
these cases like augmented object’s appearance gives the impor-
tant visual perception. If our tracing system for eye position is
added, it seems that augmented object’s reality is more increased.

Conclusion and future work

In this paper, we proposed a novel reproduction system
with three-dimensional appearance with glossiness, which is con-
trolled by two or more projection images. From the experimental
results, reproduction of diffuse object and gloss object show that
it succeeds by using perspective projection from each projector’s
view. As the other examination of reproducing appearance, we
examine the plaster appearance and metal appearance. It is clear



overview the proto-type system

Projector-camera
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Figure. 10. Experimental proto-type system to reproduce the real appearance on 3D mock object

that our 3D reproducing system is suitable for these cases where
the augmented object’s appearance gives the important visual per-
ception. For the future work, we are planning to implement the
gloss texture manipulate system based on image statistics for sur-
face reflectance perception. Additionally, if our tracing system for
eye position is added, it seems that augmented object’s reality is
more increased.

Acknowledgments

This research was partly supported by the Ministry of Educa-
tion, Science, Sports and Culture, Japan Grant-in-Aid for Scien-
tific Research (C), 20500198, 2008. Norimichi Tsumura is partly
supported by the Ministry of Education, Science, Sports and Cul-
ture, Grant-in-Aid for, Scientific Research (B),19360026, 2007-
2010.

References

[1] Shoji Yamamoto, Maiko Tsuruse, Koichi Takase, N. Tsumura,
Toshiya Nakaguchi, and Yoichi Miyake, “Real-Time Control of Ap-
pearance on the Object by using High Luminance PC Projector and
Graphics Hardware,” The 13th Color Imaging Conference, Nov.
2005, pp. 31-35.

[2] Naotaka Obara, Shoji Yamamoto, Maiko Tsuruse, Keisuke Taki,
Norimichi Tsumura, Toshiya Nakaguchi, and Yoichi Miyake, “Fast
BTF Rendering for Appearance-Based Display Using Dichromatic
Reflection Model,” The 14th Color Imaging Conference, Nov. 2006,
pp. 69-73.

[3] Kumiko Ueda, Shoji Yamamoto, Norimichi Tsumura, Toshiya Nak-
aguchi, and Yoichi Miyake, "Color Simulator for Accurate Color
Reproduction,” The First International Workshop on Image Media

168

[4]

(5]

(6]

(7]

(8]

91

[10]

[11]

[12]

[13]

Quality and its Applications, Sep. 2005, pp. 56-60.

Maiko Tsuruse, Shoji Yamamoto, Norimichi Tsumura, Toshiya
Nakaguchi, and Yoichi Miyake, “Appearance control of surface re-
flection by using projection display, ,” The 2nd Int’l Workshop on
Image Media Quality and its Applications, Mar. 2007, pp. 59-63.
R. Raskar, G. Welch, K. Low, and D. Bandyopadhyay, “Shader
Lamps: Animating real objects with image-based illumination,” IN
PROCEEDINGS OF EUROGRAPHICS WORKSHOP ON REN-
DERING, 2001, pp. 89-102.

Z. Zhang, “’Flexible camera calibration by viewing a plane from un-
known orientations,” Computer Vision, 1999. The Proceedings of
the Seventh IEEE International Conference on, 1999, pp. 666-673
vol.l.

S.Zhang and P.S. Huang, "Novel method for structured light system
calibration,” Optical Engineering, vol. 45, 2006, pp. 083601-8.

R. Hartley and A. Zisserman, Multiple View Geometry in Computer
Vision, Cambridge University Press, 2004.

Oliver Bimber and R. Raskar, Spatial Augmented Reality: Merging
Real and Virtual Worlds, A K Peters Ltd, 2005.

A. Majumder and R. Stevens, “Perceptual photometric seamless-
ness in projection-based tiled displays,” ACM Trans. Graph., vol.
24, 2005, pp. 118-139.

B.T. Phong, "Tllumination for computer generated pictures,” Com-
mun. ACM, vol. 18, 1975, pp. 311-317.

E.A. Khan, E. Reinhard, R.W. Fleming, and H.H. Bulthoff, “Image-
based material editing,” ACM Trans. Graph., vol. 25, 2006, pp. 654-
663.

I. Motoyoshi, S. Nishida, L. Sharan, and E.H. Adelson, “Image
statistics and the perception of surface qualities,” Nature, vol. 447,
May. 2007, pp. 206-209.

©?2009 Society for Imaging Science and Technology



[14] E.H. LAND and I.J. McCANN, "Lightness and Retinex Theory,” Author Biography
Journal of the Optical Society of America, vol. 61, Jan. 1971, pp. Sayuri Kamimigaki received the B.E. degree in Information and Im-
1-11. age Sciences from Chiba University, Chiba, Japan, in 2008. She is cur-
rently a master course student in Graduate School of Advanced Integra-
tion Science, Chiba University. Her research interests are projector - cam-

era systems and color image processing.

a)Diffuce color (left) b)Diffuce color(center) c)Diffuce color(center)

d)Added specular highlight (left) e)Added specular highlight (center) (f)Added specular highlight (right)

Figure. 11. Elementary examination of reproduction for 3D appearance

(a)reproducing result of plaster appearance (b)reproducing result of metal appearance

Figure. 12. Another examination of reproduction for 3D appearance
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