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Abstract 
The transition from traditional 24-bit RGB to high dynamic range 
(HDR) images is hindered by excessively large file formats with 
no backwards compatibility. In this paper, we demonstrate a 
simple approach to HDR encoding that parallels the evolution of 
color television from its grayscale beginnings. A tone-mapped 
version of each HDR original is accompanied by restorative 
information carried in a subband of a standard output-referred 
image. This subband contains a compressed ratio image, which 
when multiplied by the tone-mapped foreground, recovers the 
HDR original. The tone-mapped image data is also compressed, 
and the composite is delivered in a standard JPEG wrapper. To 
naïve software, the image looks like any other, and displays as a 
tone-mapped version of the original. To HDR-enabled software, 
the foreground image is merely a tone-mapping suggestion, as the 
original pixel data are available by decoding the information in 
the subband. Our method further extends the color range to 
encompass the visible gamut, enabling a new generation of 
display devices that are just beginning to enter the market. 

Introduction 
Visible light in the real world covers a vast dynamic range. 
Humans are capable of simultaneously perceiving over 4 orders of 
magnitude (1:10000 contrast ratio), and can adapt their sensitivity 
up and down another 6 orders. Conventional digital images, such 
as 24-bit sRGB,1 hold less than 2 useful orders of magnitude. Such 
formats are called output-referred encodings because they are 
tailored to what can be displayed on a common CRT monitor – 
colors outside this limited gamut are not represented. A scene-
referred standard is designed instead to represent colors and 
intensities that are visible in the real world, and though they may 
not be rendered faithfully on today’s output devices, they may be 
visible on displays in the near future.2 Such image representations 
are referred to as high dynamic range (HDR) formats, and a few 
alternatives have been introduced over the past 15 years, mostly 
by the graphics research and special effects communities. 

Unfortunately, none of the existing HDR formats supports lossy 
compression, and only one comes in a conventional image 
wrapper. These formats yield prohibitively large images that can 
only be viewed and manipulated by specialized software. 
Commercial hardware and software developers have been slow to 
embrace scene-referred standards due to their demands on image 
capture, storage, and use. Some digital camera manufacturers 
attempt to address the desire for greater exposure control during 
processing with their own proprietary RAW formats, but these 
camera-specific encodings fail in terms of image archiving and 
third-party support.  

What we really need for HDR digital imaging is a compact 
representation that looks and displays like an output-referred 
JPEG, but holds the extra information needed to enable it as a 
scene-referred standard. The next generation of HDR cameras will 
then be able to write to this format without fear that the software 
on the receiving end won’t know what to do with it. Conventional 
image manipulation and display software will see only the tone-
mapped version of the image, gaining some benefit from the HDR 
capture due to its better exposure. HDR-enabled software will 
have full access to the original dynamic range recorded by the 
camera, permitting large exposure shifts and contrast 
manipulation during image editing in an extended color gamut. 
The availability of an efficient, backwards-compatible HDR 
image standard will provide a smooth upgrade path for 
manufacturers and consumers alike. 

Background 
High dynamic range imaging goes back many years. A few early 
researchers in image processing advocated the use of logarithmic 
encodings of intensity (e.g., Ref. [3]), but it was global 
illumination that brought us the first standard. A space-efficient 
format for HDR images was introduced in 1989 as part of the 
Radiance rendering system.4,5 However, the Radiance RGBE 
format was not widely used until HDR photography and image-
based lighting were developed by Debevec.6,7 About the same 
time, Ward Larson8 introduced the LogLuv alternative to RGBE 
and distributed it as part of Leffler’s public TIFF library.9 The 
LogLuv format has the advantage of covering the full visible 
gamut in a more compact representation, whereas RGBE is 
restricted to positive primary values. A few graphics researchers 
adopted the LogLuv format, but most continued to use RGBE (or 
its extended gamut variant XYZE), until Industrial Light and 
Magic made their EXR format available to the community in 
2002.10 The OpenEXR library uses the same basic 16-bit/channel 
floating-point data type as modern graphics cards, and is poised to 
be the new favorite in the special effects industry. Other standards 
have also been proposed or are in the works, but they all have 
limited dynamic range relative to their size (e.g., Ref. [11]). None 
of these standards is backwards compatible with existing 
software. 

The current state of affairs in HDR imaging parallels the 
development of color television after the adoption of black and 
white broadcast. A large installed base must be accommodated as 
well as an existing standard for transmission. The NTSC solution 
introduced a subband to the signal that encoded the additional 
chroma information without interfering with the original black 
and white signal.12 We propose a similar solution in the context of 
HDR imagery, with similar benefits. 
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As in the case of black and white television, we have an existing, 
de facto standard for digital images: output-referred JPEG. JPEG 
has a number of advantages that are difficult to beat. The standard 
is unambiguous and universally supported. Software libraries are 
free and widely available. Encoding and decoding is fast and 
efficient, and display is straightforward. Compression 
performance for average quality images is competitive with more 
recent advances, and every digital camera writes to this format. 
Clearly, we will be living with JPEG images for many years to 
come. Our chances of large scale adoption increase dramatically if 
we can maintain backward compatibility to this standard. 
Our general approach is to introduce a subband that accompanies 
a tone-mapped version of the original HDR image. This subband 
is compressed to fit in a metadata tag that will be ignored by naïve 
applications, but can be used to extract the HDR original in 
enabled software. We utilize JPEG/JFIF as our standard wrapper 
in this implementation, but our technique is compatible with any 
format that provides client-defined tags (e.g., TIFF, PNG, etc.). 

The Method section of our paper describes the ideas behind HDR 
subband encoding, followed by specific details in the 
Implementation section. The Results section presents some 
examples and compression statistics. We end with our conclusions 
and future directions. 
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Figure 1. High level HDR subband encoding pipeline. 

Figure 1 shows an overview of our HDR encoding pipeline. We 
start with two versions of our image: a scene-referred HDR 
image, and an output-referred, tone-mapped version. If we like, 
we can generate this tone-mapped version ourselves, but in 
general this is a separable problem, and our implementation is 
compatible with multiple operators. The encoding stage takes 
these two inputs and produces a composite, consisting of a 
potentially modified version of the original tone-mapped image, 
and a subband ratio image that contains enough information to 
reproduce a close facsimile of the HDR original. The next stage 
compresses this information, offering the tone-mapped version as 
the JPEG base image, and storing the subband as metadata in a 
standard JFIF wrapper. 

Figure 2 shows the two possible decoding paths. The high road 
decompresses both the tone-mapped foreground image and the 
subband, delivering them to the decoder to recover the HDR 
pixels. Naïve applications follow the low road, ignoring the 

subband in the metadata and reproducing only the tone-mapped 
foreground image. 
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Figure 2. Alternate decoding paths for compressed composite. 

In the simplest incarnation of this method, the encoder divides the 
HDR pixels by the tone-mapped luminances, producing an 8-bit 
ratio image that is stored as metadata in a standard JPEG 
compressed image. Decoding follows decompression with a 
multiplication step to recover the original HDR pixels. 
Unfortunately, the simplest approach fails for pixels that are 
mapped to black or white by the tone-mapping operator (TMO), 
and the standard clamping of RGB values can result in a 
substantial loss of color saturation at the top end. These are two 
important issues we must address with our technique, and these 
are discussed in the following subsections. 

A similar approach to JPEG gamut extension has been 
implemented in Kodak’s ERI system.13 In the ERI format, a 
residual image rather than a ratio image is recorded in a subband. 
This residual is defined as the arithmetic difference between an 
input ERIMM RGB color space and the recorded sRGB 
foreground image, reduced to an 8-bit range. Unfortunately, the 
12 bits present in the original data cannot be recovered by adding 
two 8-bit channels together. Kodak’s reconstructed image gains at 
most two f-stops in dynamic range over sRGB (about 2.2 orders 
of magnitude total), rather than the four orders of magnitude we 
need for true HDR imagery. 

The Ratio Image 
JPEG/JFIF provides a limited set of metadata storage channels, 
called the “application markers.” Sixteen application markers 
exist in the JFIF specification, three of which are spoken for. A 
single marker holds a maximum of 64 Kbytes of data, regardless 
of the image dimensions. This 64K limit can be circumvented by 
storing multiple markers reusing the same identifier, and this is 
what we have done in our implementation. The foreground signal 
in our encoding is a tone-mapped version of the original HDR 
image. This output-referred image is stored in the usual 8×8, 8-bit 
blocks using JPEG’s lossy DCT compression.14 The subband 
encodes the information needed to restore the HDR original from 
this compressed version. 

Let us assume that our selected tone-mapping operator possesses 
the following properties: 

• The original HDR input is mapped smoothly into a 24-bit 
output domain, with no components being rudely clamped at 
0 or 255. 
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• Hue is maintained at each pixel, and mild saturation changes 

can be described by an invertible function of input and 
output value. 

 
Most tone-mapping operators for HDR images have the first 
property as their goal, so this should not be a problem. If it is, we 
can override the operator by locally replacing each clamped pixel 
with a lighter or darker value that fits the range. Similarly, we can 
enforce the second property by performing our own color 
desaturation, using the tone-mapping operator as a guide only for 
luminance changes. Most tone-mapping operators address color in 
a very simple way, if they consider it at all. Exceptions are found 
in operators that simulate human vision (e.g., Ref. [15]), whose 
support is outside the scope of this encoding. 

Given these restrictions, a ratio image may be computed by 
dividing the HDR original luminance at each pixel by the tone-
mapped output luminance: 

RI(x,y) = L(HDR(x,y))
L(TM(x,y))

 (1) 

The ratio image is log-encoded and compressed as an 8-bit 
greyscale image stored in our subband along with the saturation 
formula described in the following subsection. The range of the 
ratio image is determined beforehand in order to optimize the 
subband encoding’s precision. The tone-mapped (and desaturated) 
version is then encoded as the foreground image. During 
reconstruction, color is restored using the recorded saturation 
parameters. The ratio image is then remultiplied pixel by pixel to 
recover the original HDR image. An example tone-mapped 
foreground image and its associated subband is shown in Figure 3. 

 
Figure 3. Memorial Church shown tone-mapped with Reinhard's global 
operator (left) along with the log-encoded ratio image needed for HDR 
recovery (right). 

Color Saturation and Gamut 
To preserve colors during transcoding through the output-referred 
space of our foreground image, we apply two separate but 
complimentary techniques. The first technique makes use of 
normally unused YCC code values to extend the working gamut. 

The second technique desaturates colors prior to encoding, then 
applies resaturation during decoding (i.e., gamut companding). 

In the first technique, we take advantage of the fact that the 
standard 24-bit YCbCr space employed in JPEG is larger than the 
sRGB space it encodes. As sRGB nears its white value 
(255,255,255), its gamut triangle gets vanishingly small. In 
comparison, the YCC space has a generous gamut as it 
approaches its white (255,128,128), because the chroma values 
can take on any value from 0-255, 128 being neutral. By ascribing 
meaning to these otherwise unused YCC code values, it is 
possible to extend the effective gamut of a YCC image to include 
bright, saturated colors that would otherwise be lost. This strategy 
has been employed successfully by Canon and Sony to preserve 
otherwise out-of-gamut colors, and there is currently an effort 
underway to standardize such an extension by IEC TC100. By 
itself, such an extension to YCC does not provide additional 
dynamic range because the Y value is still clamped at 255, but it 
is a perfect complement to our greyscale subband, since it 
provides the extra saturation we need near the top of the range. 
Otherwise, we would have to introduce an unnatural darkening to 
regions of the foreground image where the bright values happened 
to be colorful, as in a sunset. 

The YCC extension we have implemented precisely matches the 
standard sRGB to YCbCr mapping where it is defined, then 
logically extends past the boundaries to encompass additional 
colors. Because we expect linear floating point RGB input values, 
we define our mapping to and from linear RGB, bypassing sRGB 
while maintaining consistency with it. We assume that the RGB 
color space uses the standard primaries and white point given in 
Table 1. However, we permit our input channels to take on values 
outside the 0-1 range, mirroring our gamma lookup to include 
negative values as defined below: 

′ R =
1.055R0.42 −0.055 if R > 0.0031308

12.92R if R ≤ 0.0031308

-1.055 -R( )0.42 + 0.055 if R < −0.0031308

  

   
   

   
   

 (2) 

This equation is then repeated for G′ and B′, which are combined 
with the following standard transform to yield our mapping from 
RGB to YCC: 

Y = 0.299 ′ R +0.587 ′ G +0.114 ′ B ( )× 256

Cb = (−0.169 ′ R −0.331 ′ G +0.5 ′ B +0.5) × 256

Cr = (0.5 ′ R −0.419 ′ G −0.813 ′ B +0.5) × 256

 (3) 

Values outside the allowed 8-bit range (0-255) must of course be 
truncated, but even so this mapping provides a much larger gamut 
near white. To extend the gamut even further, we apply a second 
technique, gamut companding. 
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Table 1: sRGB Primary Chromaticities 

 R G B W 
x 0.640 0.300 0.150 0.3127 
y 0.330 0.600 0.060 0.3290 

 
To compress the gamut during encoding, we can apply a global 
desaturation to the image, pulling all colors in towards gray by an 
amount that is guaranteed to contain the entire visible gamut in 
our extended YCC range. This may also be beneficial to the 
appearance of the foreground image, as dynamic range 
compression tends to leave the colors with an oversaturated 
appearance. The gamut is then expanded during HDR decoding, 
rendering the colors back into their original saturation. We 
employ the following definition of color saturation based on the 
linear values: 

S ≡1−min(R,G,B) Y  (4) 

Y in the formula above is the luminance of red, green and blue 
taken together (0.213*R + 0.715*G + 0.072*B). Note that we 
expect saturation to be greater than 1 for negative primaries. Zero 
saturation implies a neutral value, which is passed unchanged. 
Non-neutral values are desaturated with a two-parameter formula 
to obtain our compressed color saturation: 

Sc = α ⋅ Sβ
 (5) 

The α parameter controls how much saturation we wish to keep in 
the encoded colors, and is generally ≤ 1. The β parameter controls 
the color “contrast,” and may be greater or less than 1 depending 
on the desired effect. This modified saturation is used with the 
original saturation from Eq. (4) to determine the encoded primary 
values. Below is the formula for the desaturated red channel: 

Rc = 1− Sc

S

   
   
   

   
   
   ⋅ Y + Sc

S
⋅ R  (6) 

This equation is repeated for the green and blue channels. Note 
that Y does not change under this transformation, and the primary 
that was smallest before is the smallest after. The Rc in Eq. (6) 
then becomes the input R in Eq. (2) for the YCC mapping, and 
similarly for Gc and Bc. 

Resaturating the encoded color to get back the original pixel is 
done by inverting these equations. If the smallest primary value 
were blue for example, this inverse transformation would yield: 

B = Y − Y ⋅ Y −Bc

αY

   

   
   

   

   
   

1 β

 (7) 

The red and green channels would then be determined by: 

R = Y −
Y − Rc( )

α
1− B

Y

   
   
   

   
   
   

1−β

G = Y −
Y − Gc( )

α
1− B

Y

   
   
   

   
   
   

1−β
 (8) 

If either red or green were the minimum primaries, these same 
equations hold, with the color values substituted accordingly. 

Gamut companding applies to our linear RGB values, prior to 
YCC encoding during compression and following YCC decoding 
during expansion. The subband contains no color information, but 
it, too, is compressed using the same JPEG DCT method 
employed for the color foreground image. The difference is that 
one log-encoded channel is present instead of three gamma-
encoded channels. 

Subband Compression 
Downsampling the ratio image can greatly reduce the size of the 
subband without serious consequences to the recovered HDR 
image’s appearance. As in the perception of color, our eye has a 
limited ability to register large, high frequency changes in 
luminance. This is due primarily to optical scattering in the eye, 
which has also been exploited to make efficient HDR displays 
with different resolution modulators.2 Note that we can and do see 
small, high frequency luminance changes, but these can be 
adequately represented in the foreground image. By trading 
resolution with the foreground, we may obtain much better 
compression using a downsampled subband. Details of how this is 
done and the trade-offs involved are described in Ref. [16]. 

To summarize, we have implemented two alternative methods for 
subband downsampling: a precorrection method and a 
postcorrection method. The precorrection method starts by 
downsampling and then upsampling the ratio image in order to 
predict what the decompressor will see on the receiving end. 
Equation (1) is then rearranged so that the resampled ratio image, 
RId, is divided into the original HDR luminance values to obtain a 
pre-corrected, tone-mapped Y channel: 

T ′ M = HDR
RId

 (9) 

By construction, this pre-corrected foreground image will then 
reproduce the HDR original when it is multiplied by the 
upsampled ratio image during decompression. The only visible 
effect is an increase in sharpness at high contrast boundaries in the 
foreground image. This sharpening will then cancel out in the 
recovered HDR image. Precorrection is therefore, the most 
appropriate method when the fidelity of the decoded HDR image 
is paramount. 

The alternative postcorrection method is more appropriate when 
the appearance of the output-referred image must not be 
compromised. In this method, we synthesize the high frequencies 
that we lost to downsampling of the ratio image using our 
foreground image as a guide. This is a simple application of 
resolution enhancement via example learning. Much more 
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sophisticated techniques have been developed by the vision 
community [e.g., Ref. [17]. We refer the reader to our previous 
paper for details and examples of this method.16 

Implementation 
We have implemented a fully functional library for reading and 
writing our compressed, high dynamic range format, which we 
call JPEG-HDR. As described above, it employs a standard 
JPEG/JFIF wrapper to hold the foreground image, and encodes a 
subband containing a compressed ratio image in one or more 
application 11 markers.18 In addition to this JPEG-compressed 
greyscale image, the subband contains the lower and upper ratios 
corresponding to 0 and 255, the correction method used if the 
image was downsampled, the saturation parameters αand β, and a 
calibration factor for recovering absolute luminance values where 
available. 

Since one of the key goals of this format is backwards 
compatibility, we based our implementation on the existing, 
widely-used and public IJG (Independent JPEG group) library 
written by Thomas Lane.19 Most imaging applications either use 
this library or some modified version of it, so it serves as a 
common reference for code development. By matching the libjpeg 
call structure and leveraging its routines, we hope to minimize the 
coding effort required to support our JPEG-HDR extension. In 
fact, the code we have written links to an unmodified version of 
the IJG library, and works interchangeably on Windows, Linux, 
and Apple platforms. 

The code changes required to support the reading and writing of 
HDR data are minimally invasive, requiring in most cases nothing 
more than the substitution of a few calls and data structures. For 
example, in place of the standard libjpeg jpeg_create_ 
decompress() call to initialize a reader structure, an HDR-
enabled application calls jpeghdr_create_decompress(), which 
initializes both a standard JPEG reader structure and the extended 
structure containing it. The subsequent call to jpeghdr_read_ 
header() then returns either JPEG_HEADER_OK in the case of 
a standard JPEG, or JPEG_HEADER_HDR in the case of a 
JPEG-HDR image. If the image is a standard JPEG, then the 
application proceeds as before, calling the normal libjpeg 
routines. If the image is a JPEG-HDR, however, the application 
uses our replacement routines to recover floating-point RGB 
scanlines rather than the more usual sRGB data. (For 
convenience, we also provide a means to access the tone-mapped 
YCC or sRGB data for applications that want it.) 

As a further convenience for new applications, we also provide a 
simplified pair of calls for reading and writing JPEG-HDR images 
to and from memory. The jpeghdr_load_memory() routine takes 
a named JPEG image file and allocates either a floating-point or 
8-bit frame buffer depending on its type, and reads the image into 
memory. Similarly, the jpeghdr_write_memory() routine takes a 
floating-point frame buffer and writes it out to a JPEG-HDR 
image. Parameters are provided for setting the quality, correction 
method, and gamut compression. 

Bear in mind that it is not necessary to use our extended library to 
read a JPEG-HDR image, as the format itself is backwards-
compatible with the JPEG/JFIF standard. Any application that 

reads standard JPEG images will be able to read and display 
JPEG-HDR with no changes or recompilation. It will only see the 
tone-mapped foreground image in this case, but if the application 
is not HDR-enabled, this is the best visual representation available 
to it. 

Tone-Mapping 
As mentioned in the previous section, our framework is designed 
to function with multiple tone-mapping operators. We have 
experimented with a selection of global and local TMOs, 
including Reinhard’s global photographic tone operator,20 Ward 
Larson’s global histogram adjustment,21 Fattal’s gradient 
operator,22 and Durand & Dorsey’s bilateral filter.23 Of these, we 
found that the bilateral filter performed best with our method, 
followed closely by Reinhard’s photographic TMO.16 

In our library implementation, we provide a default mapping 
based on Reinhard’s TMO, along with hooks so the calling 
application can substitute its own luminance mapping if desired, 
similar to the way applications can provide their own JPEG 
quantization tables. These hooks include a method for computing 
the log histogram of luminance, as required by most global 
TMOs, and a call to check whether or not a tone-mapped RGB 
color is inside the compressed YCC gamut of our foreground 
image. The latter is convenient for adjusting the tone-mapping to 
minimize color saturation losses in the encoded image, and is used 
for this purpose in the default TMO provided. 

We fully expect that custom tone-mappings will be a key “value 
added” area for software and hardware vendors using HDR in the 
future, and the separation of the TMO from the decoding method 
is one of the key strengths of this format. 

Results 
JPEG-HDR has been fully integrated into Photosphere 1.3, a 
freeware application for building and cataloging HDR images 
under Mac OS X. We have converted hundreds of HDR images to 
the JPEG-HDR format and studied compression performance, 
looking for artifacts and errors, and we consider the library to be 
well-tested at this stage. 

Figure 4 shows compression performance statistics for different 
quality settings on a collection of 217 natural scene captures. The 
JPEG-HDR image size, in bits per pixel, is plotted as a function of 
the quality setting. Although the quality may be set anywhere 
from 0-100, the appearance degrades rapidly below a setting of 
60, so we consider the range here to be representative. There was 
only a small difference in total file size between the precorrection 
and postcorrection methods, precorrection being larger because it 
introduces additional high frequency information into the 
foreground image. (There is no subband downsampling at quality 
levels above 95, which is why the Q=99 points are the same.) 

The JPEG-HDR format achieved average bits/pixel rates from 0.6 
to 3.75 for corresponding quality settings from 57-99%. For 
comparison, the Radiance RGBE format4 uses on average 26 
bits/pixel for this image set, and OpenEXR24 uses 28 bits/pixel. 
The best compression performance we measured for a lossless 
format was LogLuv TIFF,25 which averaged 21.5 bits/pixel for 
this data set. Thus, relative to these lossless formats, JPEG-HDR 
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offers additional compression of between 6:1 (84%) and 40:1 
(97%) over lossless methods, depending on quality. 
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Figure 4. JPEG-HDR compressed image size. 

Figure 5 shows the fraction of the saved file taken up by the ratio 
image subband. At lower quality levels, the ratio image is 
downsampled at a higher rate, which leads to a smaller percentage 
of the total file size. On average, the ratio image occupies less 
than 1/4 of the total file size, though this percentage can vary 
quite a bit from one image to the next. In our image captures, the 
compressed subband took between 16% and 27% of the file at 
Q=71, and between 24% and 37% at Q=85. The actual space 
taken up by the subband is about the same for the precorrection 
and postcorrection cases. It ends up being a larger fraction for the 
postcorrection case simply because the foreground image ends up 
being smaller, as we just explained. 
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Figure 5. JPEG-HDR subband size. 

Figure 6 shows another view of the Memorial church in false 
color, indicating a luminance range that spans over 5 orders of 
magnitude. Because the artifacts are most visible in the darkest 
regions of our image, we have magnified the right-hand alcove 
ceiling for the our visual quality comparison and normalized the 
exposure with a linear scale that is a factor of 8000 (13 stops) 
above the saturation level for the brightest region. The results 
shown in Figure 7 at are nearly perfect at Q=99, even in the 

deepest shadows. As we decrease our quality setting (and our 
bitrate), we see that the image degrades in a controlled way. At 
the lowest quality we tested, Q=57, block artifacts are visible at 
the ceiling’s apex, and ringing is evident near the light fixtures. 

 
Figure 6. A close-up of one of the darker sections of the Memorial church, 
shown in its original, uncompressed form. 

 
Figure 7. Quality of recovered image at different compression settings using 
subband precorrection method and Reinhard’s global TMO (bits/pixel in 
parentheses). 

To test our algorithm more systematically, we used Daly’s Visible 
Differences Predictor24 to evaluate image fidelity before and after 
JPEG-HDR compression. At a quality setting of 90, we found 
fewer than 2.5% of the HDR image pixels (on average) were 
visibly different after decompression using Reinhard’s global 
TMO and our subband precorrection method. This increased to 
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4.7% with the postcorrection method. At the maximum quality 
setting, fewer than 0.1% of the pixels were visibly different in 
each image.16 

Conclusions and Future Directions 
Although one could implement a lossy high dynamic-range 
format as an extension to JPEG 2000, it would not have the 
benefit of backwards compatibility with existing hardware and 
software. Does that really matter? Certainly, for HDR-specific 
applications, backwards compatibility is of little import. However, 
more traditional imaging applications are bound to be slow in 
adopting HDR because of the additional burden it places on tone-
mapping for viewing and output. Consider how long it has taken 
for ICC profiles to see widespread use. The ICC is just now 
coming to terms with scene-referred standards and what they 
mean to the imaging pipeline. The more difficult it is for software 
vendors to support a new color technology, the longer it will take 
to reach the mainstream. Backwards compatibility offers us a 
shortcut, a way to bring HDR to the masses before they come to 
us, demanding it. We will all get there, eventually. In the 
meantime, JPEG-HDR allows the advance guard to share scene-
referred images without bringing down the network. 

High dynamic-range imaging has enormous potential for digital 
photography, which has been suffering since its inception from 
the mistaken but convenient notion that a camera is somehow like 
a scanner, and the same color strategy that works for prepress can 
work for photography. It cannot and it does not. There is no white 
in the real world. There is only brighter and darker, redder and 
bluer. “Scene-referred color” is unbounded and unreferenced. We 
may choose a white point, but in practice our choice is based on 
scene statistics and heuristics rather than any known or 
measurable illuminant. Similarly, we should never attempt to 
define reflectance values in photography. There is no such thing. 
If we set a gray card in the scene and call that 20%, it is relative to 
the light falling on it in that position and orientation at that 
moment. If someone’s shadow passes over our reference, its 
brightness may drop by a factor of 100, and yet we still call that 
20%? Our notions and our imaging techniques must change to fit 
with the reality, not the other way around. Photography measures 
light, not reflectance. Digital images should record light, and for 
this we need an HDR format. A backwards-compatible, scene-
referred extension to JPEG allows us to live with our mistake 
while we correct it. 

The most obvious and important future work in this area is an 
HDR extension to MPEG. Mantiuk et al. suggested one such 
extension, though their solution is not backwards-compatible.25 
Backwards compatibility is even more critical to video 
applications, as the installed base of DVD players is not going 
away anytime soon. A version of MPEG that does not play on 
existing hardware is likely to be confined to the laboratory until 
the next major video format revolution, which is at least 10 years 
away by most predictions.  

Fortunately, the extension of the subband method to MPEG is 
reasonably straightforward. To achieve low bitrates, a subband 
needs to be compressed across multiple frames, and this is most 
easily accomplished as a sub-video within the MPEG main 
stream. Just as we were able to smuggle our ratio image in a JPEG 

marker, we can smuggle a ratio video as MPEG metadata. In 
specially equipped players, this subband will be decoded 
simultaneously with the main MPEG stream and recombined in a 
multiplication step for HDR viewing on an appropriate display.2 If 
no HDR player or display is available, the foreground video’s 
tone-mapping will already provide an appropriate color space for 
low dynamic-range output. As in still imagery, this approach 
allows the gradual introduction of HDR to the video market, a 
market we know will not accept any other type of introduction. 

Software Availability 
Photosphere, an HDR image builder and browser for Mac OS X, 
reads, writes, and converts JPEG-HDR and is available for free 
download from www.anyhere.com. Additional software, 
including format converters and a non-commercial JPEG-HDR 
library for Windows, Apple, and Linux platforms are available on 
the DVD-ROM that accompanies.26 For commercial inquiries, 
please visit the BrightSide Technologies website at 
www.brightsidetech.com/products/process.php 
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