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Abstract 
Local scene colour can influence the visual detectability of 

an object or target, but so can the familiarity, meaning, and 

global organisation of the scene. The aim of this study was to 

test whether the effects of local scene colour on target 

detectability are secondary to global effects. A target-detection 

task was undertaken by human observers with coloured images 

of natural scenes that were cut into quarters, randomly 

rearranged, and then reassembled. The target was a small, 

shaded, neutral grey sphere located randomly within the scene 

and matched in mean luminance to its local surround. It was 

found that observers’ target-detection performance with the 

rearranged images was about as good as with the original 

images. The combination of local colour properties, namely, 

lightness and the red-green and yellow-blue components of 

chroma, accounted, respectively, for 55% and 50% of 

observers’ detection performance with the original and 

rearranged images. Despite the disruption of global 

organisation, local scene colour continued to influence target 

detection. 

Introduction  
Although an everyday task, visually detecting an object or 

target in a scene presents a challenge for analysis. This is 

because performance depends on the structure of the scene 

being searched as well as on its contents [1-3], both of which 

can vary markedly in the natural world.  

 It is often assumed that spatial achromatic image features 

of scenes, such as edges, texture, orientation, and contrast [4-6] 

are the main determinants of target detectability, but local scene 

colour can also be influential, accounting for about 60% of the 

variance in observers’ performance with natural scenes [7]. Yet 

it is unclear whether the effects of local colour properties in 

natural scenes are truly local, in the sense that detection still 

takes place within a coherently structured environment, with all 

the advantages of  familiarity, meaning, and global scene 

organisation that are immediately apparent to an observer [8-

10]. It is possible, therefore, that the effects of local colour 

properties on target detection are secondary to the effects of the 

more global properties of natural scenes. The aim of the present 

study was to test this alternative interpretation.  

A target-detection task was undertaken by human 

observers with coloured images of natural scenes that were cut 

into quarters, randomly rearranged, and then reassembled [8-

10]. Figure 1 shows the original and rearranged images of two 

example scenes. The target was a small, shaded, neutral grey 

sphere located randomly within the scene and matched in mean 

luminance to its local surround. Target-detection performance 

was quantified by the discrimination index d′ from signal-

detection theory [11], which is intended to reduce the effects of 

observer bias. The spatial variation of d′ over each scene was 

compared with the spatial variation of local colour properties 

quantified in the colour space CIECAM02 [12-14]. 

It was found that observers could detect the target in the 

rearranged images almost as well as in the original images. 

When combined, the local colour properties of lightness and the 

red-green and yellow-blue components of chroma accounted on 

average for 50% of the adjusted variation in observers’ 

detection performance when images were rearranged and for 

55% when they were not. These levels are similar to levels 

reported elsewhere for the predictability of target detection and 

of eye fixations [7], with the remaining variation usually 

attributed to cognitive or neural factors. 

Methods 

Apparatus 
As in [7], images of natural scenes were simulated on a 20-inch 

cathode-ray tube display (GDM-F520, Sony Corp., Tokyo, 

Japan) controlled by a graphics system (Fuel, Silicon Graphics 

Inc., CA, USA) with spatial resolution 1600 × 1200 pixels, 

refresh rate approx. 60 Hz, and intensity resolution 10 bits on 

each of the red, green, and blue channels. The display system 

was calibrated with a telespectroradiometer 

(SpectraColorimeter PR-650, Photo Research Inc., Chatsworth, 

CA, USA) and photometer (LMT, L1003, Lichtmesstechnik  

GmbH, Berlin, Germany), whose accuracy was verified against 

other calibrated instruments. The colorimetric accuracy of the 

system was tested in each experimental session and the system 

regularly recalibrated. Errors in a coloured test patch were 

<0.005 in CIE (Commission Internationale de l'Eclairage) 1931 

(x, y) chromaticity coordinates and <5% in luminance.  

Stimuli 
Again as in [7], images of twenty natural scenes were obtained 

from a set of hyperspectral data [15], which allowed accurate 

calculation of colour properties under constant illumination, 

namely, a daylight of correlated colour temperature 6500 K, 

corresponding to an average daylight [16]. The images 

subtended approximately 17 × 13 degree of visual angle at the 

viewing distance of 1 m. The mean luminance of the images on 

the screen was 3.6 cd m−2 (range 0–61.4 cd m−2). 

344 ©2012 Society for Imaging Science and Technology



 

rear

Div

port

visu

mea

obs

Fig.

(Mu

visu

app

loca

sph

hyp

sph

Triv

mat

the 

exte

shad

The

as 

obs

call

Pro
In e

part

the 

Obs

had

and

exp

Eac

of t

tota

ima

 

a ba' b'

CGI
Figure 1. Two example scenes and observers’ detection performance. In the top row, images of the scenes are shown without spatial 

rearrangement (a and b), and with spatial rearrangement (a' and b'). The targets are indicated by the arrows in b and b'. The bottom row shows

the spatial distributions of observers’ smoothed detection performance d′ from signal-detection theory [11] for the corresponding images in the 

top row. Higher values of d′ are indicated by darker contours. The loess smoothing bandwidth was 0.2. 
Images of the scenes were cut into quarters, randomly 

ranged by translations only, and then reassembled [8]. 

ision into quarters rather than into e.g. eighths or smaller 

ions was determined by the size of the estimated functional 

al field in object-search tasks and in contrast-sensitivity 

surements [17-19], and by the known fixation patterns of 

ervers [7].  

The target was a shaded sphere, indicated by the arrows in 

 1 b and b', top row. Its surface was spectrally neutral 

nsell N7) and it subtended approximately 0.25 degree of 

al angle in the images of each of the twenty scenes. It 

eared randomly in each image at one of 130 possible 

tions, defined by an imaginary 13 × 10 grid. Since the 

ere was physically placed in the scene at the time of 

erspectral imaging, the illumination and shading on the 

ere were consistent with the illumination on the scene. 

ial brightness cues to detection were eliminated by 

ching the average luminance of the target at each location to 

average luminance of its local surround (< 1.0 degree 

nt), but because of its spherical shape and variation in 

ing, the target was not isoluminant with its local surround. 

 relatively small angular subtense of the target was chosen, 

a result of preliminary measurements, to encourage 

ervers to inspect the entire image [20] and avoid the so-

ed central bias in gaze behaviour [21, 22].  

cedure 
ach trial, observers were presented with the image of a 

icular scene for 1 s. They had to indicate whether they saw 

target or not by pressing buttons on a computer mouse. 

ervers were allowed to move their eyes during the trial and 

 unlimited time to respond.  

The two kinds of images of each scene, i.e. the original 

 rearranged images, appeared repeatedly in separate 

erimental blocks to reveal scene-specific effects [7, 23]. 

h block consisted of two sub-blocks, each of 130 trials. Half 

he trials contained the target and the other half did not. In 

l, each observer performed no less than 10,400 trials (2 

ge arrangements × 20 scenes × 260 trials).  

Observers 
Six observers (one female and five male, aged 22–26 yr) took 

part in the experiment. All had normal or corrected-to-normal 

visual acuity and normal colour vision verified with a series of 

colour vision tests (Farnsworth-Munsell 100-Hue test, Ishihara 

pseudoisochromatic plates, Rayleigh and Moreland 

anomaloscopy with luminance test). All except one (coauthor 

MSM) were unaware of the purpose of the experiment. The 

experimental procedure was approved by the University of 

Manchester Committee on the Ethics of Research on Human 

Beings, which operated in accord with the principles of the 

Declaration of Helsinki.  

Analysis  
The discrimination index d′ was calculated as follows [11]. 

Suppose that HR is the hit rate, i.e. the frequency with which 

the target was reported as being present when it was present, 

and suppose that FAR is the false-alarm rate, i.e. the frequency 

with which the target was reported as being present when it was 

not. Then d′ = Φ−1(HR) − Φ−1(FAR), where Φ is the normal 

cumulative distribution function. The HR was recorded at each 

of the 130 locations within the image. Since the position of the 

target was not defined when the target was absent, the FAR was 

assumed to be constant over each scene, although different 

from scene to scene. To ensure that there were enough trials in 

each scene at each location, observers’ detection responses 

were pooled over observers.  

To further improve the accuracy of the d′ estimates at each 

of the 130 locations, the distribution of raw d′ values over each 

scene was smoothed by a locally weighted quadratic 

polynomial regression, loess [24, 25]. Its bandwidth, which 

defines the size of the local neighbourhood, that is, the 

proportion of data included in each local fit, was set to 0.15, 

0.2, and 0.3; in general, the larger the bandwidth, the less 

detailed the smoothed spatial profile. In fact, there was little 

difference in the resulting proportions of variance accounted for 

by colour properties. 

The choice of the CIE colour appearance model 

CIECAM02 [12-14] for quantifying the local colour properties 
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of each scene was for computational convenience, deriving 

from the approximate perceptual uniformity of CIECAM02, 

rather than for any particular appearance attributes. This 

approach was simpler than the alternative of using a separate 

non-uniform colour space, e.g. CIELAB [16], and an associated 

non-Euclidean metric based on e.g. the colour-difference 

formula CIEDE2000 [16, 26].  

Among other attributes, CIECAM02 provides lightness 

(J), chroma (C), and hue (h) in a polar coordinate system, or, 

equivalently, lightness (J) and the red-green chroma component 

(aC) and yellow-blue chroma component (bC) in a Cartesian 

coordinate system. The parameters [14] of the CIECAM02 

model were set so that the white point was D65, the luminance 

of the background 20% of the white level, and the surround 

“average”. 

Results 

Mean target detection 
Figure 1, bottom row, shows the smoothed spatial distribution 

of d′ values for the corresponding images in the top row. Higher 

values of d′ are indicated by the darker contours. It can be seen 

that there are systematic effects of scene structure on detection 

performance (examined in detail in the next subsection), but 

there are also variations in mean d′ values from scene to scene.  

Figure 2 shows values of mean d′ for the rearranged 

images plotted against the corresponding mean values for the 

original images. Values for the particular scenes in Fig 1, top 

row, are arrowed. Although mean detection performance varied 

markedly over scenes, crucially it was similar whether images 

were rearranged or not. A formal test of the effects of 

rearrangement showed it not to be significant (t(37) = 1.01, p > 

0.3), and the correlation between the two sets of d′ values was 

high, with Pearson’s r = 0.85.  

Two scenes produced extremely low mean d′ values, 

which (by chance) were actually negative (bottom left of Fig. 

2). One of these scenes was a medium-distance view of 

buildings with arrays of windows, which may have masked the 

target. The other scene was a distant view of uniform green 

terrain, in which the target appeared to merge with the 

background.  

Regression on colour properties 
The colour properties at each point of each image of each scene 

were, as noted earlier, quantified in the approximately uniform 

colour space CIECAM02. The spatial distributions of lightness 

J and the red-green and yellow-blue components of chroma aC, 

and bC, respectively, were smoothed by the same locally 

weighted quadratic regression as for d′ (Fig. 1, bottom row). 

Figure 3 shows the smoothed spatial distribution of J, aC, and 

bC in the top, middle, and bottom rows, respectively, for the 

scenes a and b in Fig. 1, top row. Higher values of the variable 

are again indicated by darker contours. 

The capacity of local colour properties to explain 

observers’ target-detection performance was quantified by 

regressing the smoothed distribution of d′ values (as in Fig. 1, 

bottom row) on the smoothed distribution of J, aC, and bC 

values (as in Fig. 3, top, middle, and bottom rows, respectively) 

for each scene. Thus, if ˆ ( , )′d x y , ˆ( , )J x y , Cˆ ( , )a x y , and 

C
ˆ ( , )b x y represent the smoothed values of d', J, aC, and bC, 

r

h

w

t

a

[

v

i

v

f

t

b

i

0

a

2

B

v

t

5

b

i

b

≥
c

s

t

d

 

d' original image

d
' r

e
a

rr
a

n
g

e
d

 i
m

a
g

e

0

1

2

0 1 2

a

b

346
Figure 2. Observers’ mean target-detection performance d′ for the 

rearranged images plotted against the corresponding mean values

for the original images. The dashed line is a linear regression fit 

with Pearson’s r = 0.85. Values for the particular scenes in Fig 1, 

top row, are indicated. 
espectively, at location (x, y), then the full regression equation 

ad the following form:
 

1 2 C 3 C
ˆ ˆˆ ˆE ( , ) ( , ) ( , ) ( , ) ,β β β α ′ = + + + d x y J x y a x y b x y  (1) 

here E is the expectation, and 1β , 2 ,β 3,β  and α are scalars.  

Goodness of fit was summarized by R2, which represents 

he proportion of variance accounted for. Values of R2 were 

djusted for the loss in degrees of freedom (d.f.) in smoothing 

25] and in fitting the regressor variables [27]. The adjusted 

alue of R2 was defined as 1 − (1 − R2)(n − 1)/(n − k), where n 

s the d.f. of the smooth [25] and k is the number of regressor 

ariables considered (e.g. k = 2 for the regression on J and k = 4 

or the regression on J, aC, and bC).  

Table 1 lists the adjusted R2 values, averaged over the 

wenty scenes, for each of the local colour properties J, aC, and 

C, and their combination for the original and rearranged 

mages. Results for all three loess smoothing bandwidths 0.15, 

.2, and 0.3 are shown. 

The adjusted R2 values for each of the colour properties J, 

C, and bC ranged over 27–33% with the original images and 

7–32% with the rearranged images, depending on bandwidth. 

ut when all three properties were combined, the adjusted R2 

alues reached 55–56% with the original images (slightly lower 

han in an earlier study with different observers [7]) and 49–

2% with the rearranged images, again depending on 

andwidth. A formal test of the effect of rearrangement showed 

t not to be significant, either for individual values of J, aC, and 

C (t(37) ≤ 0.7, p ≥ 0.5) or for their combination (t(37) ≤ 0.75, p 

 0.5). Notice that the sum of the R2 values from each of the 

olour properties was less than when they were combined, 

howing that in spite of their orthogonality in CIECAM02, 

here were redundancies in their contribution to target 

etection. 
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Figure 3. Spatial distributions of colour properties for each of the corresponding scenes in Fig. 1. The top row shows smoothed lightness J; the 

middle row, the smoothed red-green chroma component aC; and the bottom row, the smoothed yellow-blue chroma component bC. Higher values

of the variable are indicated by darker contours. The loess smoothing bandwidth was 0.2. 
nclusion 
servers’ overall ability to detect a target in natural scenes 

s little affected by the global rearrangement of the scenes. 

cal colour properties of the scenes accounted, on average, for 

ut 55% of the variation in performance with the original 

ages and about 50% with the rearranged images. These levels 

 similar to the maximum level reported for the effects of 

tial scene structure on eye movements in free viewing of 

ck-and-white video images [28].  

 Although in all these kinds of measurements, there is a 

large proportion of variation unexplained by image features, it 

is interesting that local scene colour can be as influential as 

spatial achromatic features in determining observers’ target-

detection performance, and that this influence persists despite 

the disruption of global organisation produced by image 

rearrangement. 
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Table1. Regression of observers’ target-detection performance on local colour properties 

with original and rearranged images. Values of R
2
 are shown for each of the local colour 

properties and their combinations, with the values of R
2
 adjusted for loss in degrees of 

freedom in smoothing [25] and in fitting [27]. Values of the loess smoothing bandwidth 

were 0.15, 0.2, and 0.3, as indicated. Means and standard errors (SEs) were obtained over 

20 natural scenes. 

 
Original image Rearranged image

Bandwidth    Colour property Mean % SE % Mean % SE %

0.15 Lightness J

Chroma aC

Chroma bC

32.9

27.3

32.4

5.9

6.1

5.1

30.4

26.9

28.2

5.5

5.3

4.7

Combined J+aC+bC 54.9 5.6 48.9 4.9

0.2 Lightness J

Chroma aC

Chroma bC

33.3

27.7

32.3

6.1

6.0

5.0

31.0

27.8

27.9

5.5

5.2

4.6

Combined J+aC+bC 55.6 5.5 50.2 4.7

0.3 Lightness J

Chroma aC

Chroma bC

33.4

27.9

31.4

6.3

5.8

4.9

31.8

27.8

26.8

5.4

5.1

4.4

Combined J+aC+bC 55.7 5.3 51.9 4.3
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