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Abstract

Many color-related image adjustments can be conveniently
executed by exposing at most a small number of parameters to
the user. Examples are tone reproduction, contrast enhance-
ments, gamma correction and white balancing. Others require
manual touch-ups, applied by means of brush strokes. More re-
cently, a new class of algorithms has emerged, which transfers
specific image attributes from one or more example images to a
target. These attributes do not have to be well-defined and con-
cepts that are difficult to quantify with a small set of parameters,
such as the “mood” of an image, can be instilled upon a tar-
get image simply through the mechanism of selecting appropri-
ate examples. This makes example-based image manipulation a
particularly suitable paradigm in creative applications, but also
finds uses in more technical tasks such as stereo pair correction,
video compression, image colorization, panorama stitching and
creating night-time images out of day-light shots.

General Appearance Transfer

Selecting an image to serve as an example for the manipu-
lation of another image is a powerful technique to achieve com-
plex adjustments. The key insight is that selecting an image from
one’s own private collection or from the millions of images freely
available on the internet is effectively a creative, simple and en-
joyable activity. Dependent on the task, the alternatives would
involve either setting a potentially large set of user parameters to
steer an image filter, or would require the user to painstakingly
paint over pixels.

In an early example, filters can be “learned” from pairs of
images. Assume that an image I;, is altered in some way, re-
sulting in Iy, and that the images before and after applying this
process are available. It would then be possible to learn a fil-
ter that mimics these alterations so that the filter can be applied
to any number of new images. This idea is known as Image
Analogies and can be applied to a variety of scenarios, ranging
from very simple tasks such as blurring and embossing, to texture
synthesis, super-resolution, texture transfer and image coloriza-
tion [10]. An example of texture transfer is shown in Figure 1.
In addition this technique can be used to learn artistic filters, al-
lowing various drawing and painting styles to be applied to pho-
tographs. It has even been used to synthesize terrains for flight
simulation.

This technique is generally applicable, as long as an exam-
ple image pair can be found. In many cases there may be an
advantage in having a somewhat less general technique which
applies a specific transfer to an image based on the input of a sin-
gle example image. The type of problem that can then be solved
takes the form of making an image look more like another image
in some predetermined fashion.

An example of this is color transfer, in which an image is
made to look more like another image in terms of color con-
tent [19]. This particular problem has received considerable at-
tention in the last decade, as it allows a range of problems to be
solved. These include letting rendered images attain a more natu-
ral color palette, matching stereo image pairs, creating night-time
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Figure 1. Texture transfer using the image analogies framework [10].

images from day-time images, and stitching panoramas. More-
over, the basic algorithmic form of this class of algorithm is ex-
ceptionally straightforward, although many variants and alterna-
tives are now known.

Targeting professional photographers specifically, tone
management was proposed as a more encompassing technique
to allow images to mimic a specific photographic style. Rather
than transfer colors, the technique matches brightness, contrast
as well as a sense of texture.

Color Transfer

Adjusting colors in an image is often necessary. In partic-
ular white balancing is a well-known post-processing technique.
White balancing can be seen as adjusting the mean color in the
image to a desired value. It leaves relationships between colors
intact.

More dramatic and creative results can be obtained by not
only changing the mean color of the image, but also manipulating
how clusters of colors relate to each other within an image. In
the case of color transfer, this is achieved by pushing the colors
in one image to resemble those in another image.

Assuming that colored pixels are specified by tristimu-
lus values in some three-dimensional color space, it is possi-
ble to identify clusters of colors in this 3-dimensional space,
for instance by means of employing Gaussian mixture mod-
els [24, 28, 30]. If this is independently done on an image that
is to be adjusted as well as on an example image which has a
desirable appearance, then we end up with two sets of clusters.
Clusters in the target image can then be warped to resemble those
found in the example image. This adjusts pixel values in the tar-
get image such that the mood of the image will begin to resem-
ble the example image. Alternatively, probability distributions



can be transferred between pairs of images in three-dimensional
color space [16, 17]. The choice of color space in each of these
approaches is relatively unimportant as long as both images are
defined in the same color space.

A much simpler solution relies on an important observa-
tion, which is that it is possible to decorrelate the pixel data in
this three-dimensional color space. It was found that for natu-
ral images, a linear transform from cone space to a color oppo-
nent space, as implemented in the human retina, decorrelates the
three color channels and in practice achieves a result that is close
to independence [21]. This result was obtained by capturing a
set of spectral images and converting them to LMS cone space.
This image ensemble was then subjected to Principal Compo-
nents Analysis (PCA), which decorrelates the color channels. It
was found that the resulting axes closely correspond to the color
opponent space encoded by the ganglion cells in the retina.

The implication for color transfer is that if the input consti-
tutes a pair of natural images, then it would be possible to con-
vert both of these images to a well-chosen color opponent space.
The decorrelation achieved in this manner would then enable the
above three-dimensional cluster matching problem to be simpli-
fied to three one-dimensional problems, without much chance of
cross-talk between channels [19].

The simplest possible approach to achieve color transfer is
then to convert both target and example images to a color oppo-
nent space, followed by computing the mean and standard devi-
ation of all pixel values in each of the six color axes (three for
each image). Color transfer can then be achieved by shifting and
scaling the pixel values in the target image so that the means and
standard deviations of this image are matched to the example im-
age. Finally, the image is converted back to RGB for display or
subsequent processing.

This method is more robust than could be expected on the
basis of its simplicity. However, it does rely on the compositions
of the example and target images to be largely similar. If this
assumption is broken, or if significant correlations remain after
conversion to a color opponent space, the results may become
unexpected.

There are several ways in which this basic algorithm can be
improved. First, if the compositions of target and example im-
ages are not matched, then it would be possible to select small
regions in source and target images and compute statistics on
those regions [19], a technique that can be improved by optimiz-
ing for global consistency [14]. Instead of selecting swatches,
user input could also be guided by means of strokes [3].

Second, there are many color opponent spaces, of which
an appropriate space could be selected. Further, it would be
possible to subject both example and target images to active
decorrelation, i.e. by running either Principal Components Anal-
ysis [1, 2, 11, 12, 29] or Independent Components Analysis [9]
on them. However, it should be noted that there exists evidence
that the CIELAB color space may well be more robust than ap-
plying PCA, leading to acceptable imagery in a larger number of
cases [20].

A further refinement would be to transfer higher order mo-
ments, such as skew and kurtosis, to reshape the target image’s
histogram. However, from experience this produces very little
extra effect relative to transferring the mean and standard de-
viation. Moreover, this would require optimisation, increasing
computational complexity.

In the limit, it would be possible to make the histograms of
the target image identical to the example image. However, we
found that straightforward histogram matching often produces
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Figure 2. Color transfer using progressive histogram reshaping [18].

results that look too heavy-handed [18]. However, histograms
do afford a good representation of the image to allow effective
and robust color transfer, while still operating three times inde-
pendently on the three different color channels in color opponent
space.

In particular, it is possible to compute histograms in each of
the six color channels, followed by warping the histograms of the
target image to resemble the histograms of the example image.
This produces a new histogram which is then instilled upon the
target image through histogram matching. An example result is
shown in Figure 2. The method of warping is key to success here.
If the histograms are only shifted and stretched, then the original
color transfer algorithm would emerge [19]. If the histograms are
warped to be identical to the example image’s histograms, then
the method would reduce to histogram matching.

However, if the warp sits somewhere in-between these ex-
tremes, a more robust algorithm can be created [18]. Warping a
histogram part-way towards a second histogram can be achieved
by first observing that images produce histograms that tend to
have clusters of pixels with similar colors. Thus, we could select
a cluster of pixels, for instance by taking the pixels belonging to
a set of histogram bins that sit in-between two local minima in
the histogram. The corresponding pixels would exhibit similar
colors, and additionally would likely occupy connected regions
in the image. Further, within those selected bins we can calcu-
late the mean bin-count as well as its standard deviation. This
can be done separately in the example and target images, allow-
ing the bin-counts in the selected region of the target image to
be adjusted to have the same mean and standard deviation as the
corresponding region in the example image. This basic operation
can be repeated for the entire histogram, assuming that each bin
belongs to exactly one cluster.

This histogram manipulation can be extended in a hierar-
chical fashion. Effectively, the histogram can be blurred by some
amount, leading to a new histogram with fewer local minima.
The number of times the histogram is smoothed gives control
over the amount of color transfer that will be applied, leading
to a progressive algorithm [18] that proves to be more robust
than both histogram matching and the original color transfer al-
gorithm [19].

©2012 Society for Imaging Science and Technology



Color transfer was originally developed to allow rendered
images to be post-processed, leaving them appear more natu-
ral [19]. Creative uses are apparent, for instance sunset images
can be made more vivid by transferring colors of a suitably cho-
sen second sunset image. It can also be used to create convincing
night time images, although a simulation of subjective noise and
loss of visual acuity may further enhance the simulation [25].
Conversely, it has also been used to create images with a con-
vincing day-time color appearance from false color multi-band
night-time imagery [22, 23, 26], as well as in remote sensing ap-
plications [13].

Further applications include the correction of stereo pair im-
ages. Creating stereo images and video requires a set of cameras
that likely have a slightly different response and therefore pro-
duce images with somewhat different tonal characteristics. This
can be corrected with color transfer techniques, matching one
of the two images to the other. Similarly, photos comprising a
panorama may have somewhat different color characteristics if
they were taken with automatic settings. Correcting for these
differences can be achieved with color transfer prior to stitching
the images together.

Tone Management

Photographs made by professional photographers often
have many other intentionally applied characteristics, such as
contrast, sharpness and graininess. Such qualities can also be
gleaned from example photographs, although this requires some-
what more involved machinery.

In particular, to control tonal balance as well as the amount
of detail present in the output image, an example image with the
required characteristics can be selected, followed by a decompo-
sition into two layers, one with the overal tonal variation and the
other containing fine details [S]. Computing the tonal variation
from an image can be achieved by means of bilateral filtering [7],
which is an example of an edge-preserving smoothing operator.
As such, it effectively blurs the image without destroying sharp
edges. The result of this procedure is called the base layer. The
detail layer can then be computed as the ratio between the input
image and the smoothed image.

In this decomposition, the base layer contains course scale
tonal variation, which can be transferred from the example image
to the target image by means of histogram matching. The detail
layer contains all remaining high frequency detail. As high fre-
quency detail is not exclusively located in the detail layer, both
layers are used to compute a measure of textureness [5] by means
of high pass filtering. This is done for both target and example
images. The target image is then modified by applying histogram
matching to the textureness maps.

The two resulting base and detail layers are then recom-
bined in to an output image which is then processed further to
manage gradients as well as overly dark or bright areas. Final
post-processing filters may include sharpness management, film
grain modelling and color adjustments.

In the case that a near-infrared (NIR) photograph as well as
a conventional photograph of a scene is available, the conven-
tional photograph can be enhanced with the texture and contrast
information from the NIR image [31]. This has the effect of sal-
vaging information lost in under- and over-exposed regions.

An alternative approach to tone management uses steerable
pyramids to analyse images [4]. A steerable pyramid [8] is a
hierarchical stack of band-pass filtered images, generated with
anisotropic filters applied in a set of different orientations. The
resulting coefficients can be analysed over different bands. The
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average magnitude of the coefficients in each of the bands can be
plotted against scale, effectively producing a crude characteriza-
tion of the image. Moreover, these statistics can be transferred
from one image to another, allowing for instance particular pho-
tographic or painterly styles to be transfered [4].

Image Colorization

A related application area where example-based techniques
have contributed is that of image colorization. Here, the task is to
color a grey-scale image or video. This is an under-constrained
problem in that color information requires three values per pixel,
whereas only one value per pixel is given. To begin to solve this
problem, it can be observed that in color images regions with a
specific set of colors (grass, sky, etc.) also has a specific texture.
Thus, textures and colors are correlated.

This means that in the grey-scale target image a given
pixel’s local environment can be statistically analysed. In the
color image that serves as the example, a region with similar
statistics can then be found [27]. The statistics used in this case
consists of the mean luminance of a 5x5 pixel neighborhood. To
limit the search space and make the algorithm tractable, a small
set of sample points is chosen in the example image, located on a
jittered grid. Retaining the luminance value in the target image,
color information is added by transferring the color of the pixel
selected in the example image.

An extension that improves robustness first segments the
grey-scale target image which helps to disambiguate semanti-
cally different regions that may have similar luminance distri-
butions [6]. As an example, it helps with coloring photographs
of human faces, where the segmentation ensures that lips can be
colored differently from the rest of the skin.

Material Assignment

All techniques and applications outlined so far relate to the
processing of images and video. However, images can also be
analysed to infer the material description of objects depicted in
these images [15]. This is useful when a 3D model of a scene
needs to be quickly augmented with sensible materials. In this
approach an image or a video is analysed to infer a set of mate-
rial descriptions that are likely to be present in the image/video.
These materials are then assigned to objects in the 3D scene. This
assignment is done via an optimization scheme that ensures that
materials are assigned in a perceptually plausible manner.

Thus, technical directors are aided by a simple approach,
requiring the selection of an image that conveys the mood of the
scene. Its materials are extracted and then assigned to the 3D
scene, which of course allows further edits to refine the overall
appearance.

Summary

Whenever the appearance of a photograph or a video is not
quite as the owner imagined it, there are several approaches avail-
able to change it, often involving adjustment of sets of parame-
ters, or directly painting over pixels. A relatively new and pow-
erful concept has recently emerged, which involves adjusting an
image according to an exemplar. This allows color content to
be created, adjusted or generally the mood or feel of an image
can be altered to match a desired outcome. Rather than dragging
sliders, the process involves the selection of an example image,
after which the desired attributes are applied to the target image.

Aside from creative applications, this approach has found
many technical uses which are listed throughout this paper, rang-
ing from correcting stereo pairs to remote sensing and image fu-



sion. Although color transfer was devised as a toy technique that
allows holiday snapshots to be improved by snatching the color
mood from renowned paintings [19], by now all manner of vari-
ations have found their way into practical applications.
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