
Combining color descriptors for improved codebook model-
based image retrieval
Aitor Álvarez Gila1,2,3, Guanqun Cao1,2,3, Sheikh Faridul Hasan1,2,4, Yu Hu1,4

1University of Granada; Granada, Spain. 2University of Saint-Etienne; Saint-Etienne, France
3Gjøvik University College; Gjøvik, Norway. 4University of Eastern Finland; Joensuu, Finland

Abstract
In this paper we present the design of an image Content-

Based Indexing and Retrieval (CBIR) system which, based upon
existing implementations of a number of well-known color de-
scriptors, makes use of the bag-of-words or codebook model in
order to construct a robust approach to the retrieval of images
from a database in a query-by-example context. A new object
image database was constructed specifically for this task, in an
attempt to challenge the invariance properties of the system un-
der controlled conditions of illumination, point of view and scale.
The system permits the combined use of up to two of the different
color descriptors considered. The experiments run over a subset
of the image database show an improvement of the obtained re-
sults under some of the tested combinations, as well as the effect
of the variation of the employed codebook size.

Introduction
Recent years have seen handful of attempts to define effec-

tive low level visual features to be extracted from images, aiming
to accurately describe their content in the context of object and
scene recognition or similarity-based retrieval problems. The
very first approaches to this problem dealt with global features
extracting color, shape or texture information, while latter meth-
ods have been more focused on the detection and description of
local features at salient points of the images, first based on inten-
sity level information, and then extending this to include color
information in several different ways.

Indexing images based on the color histograms was one of
those first attempts. Color histogram can be used as a representa-
tion of the color content of an image if the color pattern is unique
compared with the rest of the considered data set. It is easy to
compute and effective in characterizing both the global and lo-
cal distribution of colors in an image. In addition, it is robust
to translation and rotation about the view axis and changes only
slowly with the scale, occlusion and viewing angle. However,
when an image database contains a large number of images, his-
togram comparison will saturate the discrimination and drop its
distinctiveness[1, 2].

Texture information can be used to describe an image too.
Quite many texture representations have been researched and im-
plemented in the application of image recognition, such as the
Tamura features [3], Wold decomposition [4], Gabor filters [5],
or wavelet transform [6].

Shape information of images or regions has also been
widely used in many content-based image retrieval systems, and
been part of content description standards like MPEG-7. Going
one step further, regions or objects with similar color and tex-
ture properties can be easily distinguished by imposing spatial
constraints over them; the spatial location of regions (or objects)
or the spatial relationship between multiple regions/objects in an
image has been demonstrated to be useful for searching. The

most widely used representation of spatial relationship is the 2D
strings proposed by Chang et al.

Finally, intensity level-based descriptors that focus on local
features around interest points, have gained popularity in the last
few years. Examples of these are David Lowe’s Scale-Invariant
Feature Transform (SIFT) [7], or Herbert Bay et al.’s Speeded Up
Robust Features [8], which have inspired a number of extensions
or revisions to use color information to help their purpose. Some
of them will be discussed in the next section, along with a few
variations of color histograms and statistical color descriptors,
and their performance for similarity-based image retrieval appli-
cations will be tested and shown in the Results section. They
all compete to offer the best trade-off possible between distinc-
tiveness and invariance to different variations in the conditions
under which the pictures are taken, such as light source color,
light intensity change, point of view, etc.

The present study was conducted in the context of the
Project Contest course of the 2008-2010 CIMET master [9]. This
paper presents the approach followed by the authors’ team in the
construction of the contest-winning solution.

The rest of the paper is structured as follows: in the next
section we introduce the set of color descriptors to be considered
in the testing stage; the Solution design section deals with the
implementation details, while in the Image database part some
insight on the construction of the testing database is given. In the
last sections, the experimental procedure followed for the tests
is described, and the obtained results are presented. Finally, we
conclude with a brief discussion and point out some possible im-
provements in the Conclusions and future work section.

Diagonal model and color descriptors
[10] presents a structured approach to the performance anal-

ysis of a set of color descriptors, including a taxonomy of their
different photometric invariance properties. This is done by in-
troducing the diagonal model, a diagonal von Kries model-like
mapping that can describe illumination changes, and completing
it with the inclusion of an offset term, as defined in [11], to ac-
count for additional invariance types:

f c = Du,c f u +O , (1)

where f u are the RGB components of the image taken under
a test light source, f u is the same image after the transformation,
so it appears as if it was taken under the reference light, Du,c is a
diagonal matrix that defines the mapping of colors captured un-
der a given test illuminant to their corresponding colors under the
canonical illuminant, and O is a three-component offset term that
represents the deviations from the diagonal model. By defining
it in this way, the model can be used to represent invariance to
light intensity and light color change and shift.
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Based on this, a number of color descriptors’ invariance
characteristics are analytically derived and evaluated. In our so-
lution, we will consider the following subset of them, selected
on the basis of their different invariance properties and reported
distinctiveness:

• RGB-SIFT : it is created by computing SIFT independently
for each of the RGB channels, featuring invariance to all the
possible factors considered in the diagonal-offset model.

• rg-SIFT : conformed by applying SIFT to the r and g chro-
maticity components of the normalized RGB color model,
its invariance properties limited to light intensity changes.

• C-SIFT : uses the C invariant (a sort of normalized opponent
color space) to construct a descriptor invariant to light in-
tensity changes, and which, along with rg-SIFT, has shown
to be, in practice (but not analytically), also largely invari-
ant to light color changes in some experimental setups [12].

• OpponentSIFT : it is based on the computation of SIFT
descriptors independently over each of the three channels
of the opponent color space (composed of two chromatic
channels and one containing intensity information), which
are defined as linear combinations of the R, G and B com-
ponents. The resulting descriptor is invariant to light inten-
sity change and shift.

• Color Moment Invariants: a total of 24 moment invariants
are created by appropriate combinations of the generalized
color moments in order to normalize them against photo-
metric changes. It presents invariance to all the properties
included in the model.

• Hue histogram: the well-known instability of the hue chan-
nel in the HSV color space near the grey axis is overcome
by normalizing each sample by its saturation, yielding a
light intensity change and shift invariant descriptor.

• rg-histogram: based on the computation of the r and g chro-
maticity components of the normalized RGB color model;
it shows invariance to light intensity changes, shadows and
shading.

• Transformed color histogram: the independent normaliza-
tion of each of the RGB channels to achieve distributions
with zero mean and σ = 1 converts an RGB histogram in
a light intensity and light color change and shift invariant
descriptor.

Solution design
This section describes the design alternative that was imple-

mented in the presented solution.

Overview
Figure 1 shows the complete workflow diagram of the pro-

posed solution. The application is built, making use of Matlab,
upon the implementation available in [13] of the different color
descriptors commented in the Diagonal model and color descrip-
tors section, more or less closely following the pipeline described
in [12, 14, 15]. In such papers, the descriptors are used for object
and scene recognition; in this case, the same principles are being
applied to a content similarity-based image retrieval problem.

The mentioned software (only the binaries are provided)
follows the steps shown below when executed:

Point sampling
Detection of the points over which the color descriptors are

going to be computed. Different options are available, such as
Harris-Laplace detector, or dense point sampling. Due to com-
putational power limitations, the Harris-Laplace detector was the
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Figure 1. Design of the solution

only one used for testing, given the extremely large number of in-
terest points yielded by the dense sampling approach. The output
is a collection of circular areas defined by their x and y coordi-
nates, scale, orientation and cornerness.

Color descriptor computation
The indicated color descriptor is computed over each of the

points (areas) sampled in the previous step, and an output de-
scriptor file is generated, in text or binary format, containing in-
formation about the sampled points and about their correspond-
ing feature values. A set of 14 different descriptors is available,
from which only a subset of eight of them has been tested, given
the characteristics of invariance required by our project specifica-
tions: RGB-SIFT, rg-SIFT, C-SIFT, Opponent-SIFT, Color mo-
ment invariants (CMI), Hue histogram, rg-histogram and Trans-
formed color histogram (TCH).

Bag of words model
The problem of this approach up to the previous step is the

existence of a huge set of feature vectors (one per interest point)
in each image (and different for each of them), which makes it
difficult to apply similarity measures over them for comparison.
Instead, there is the option of, rather than yielding the whole set
of feature vectors for every interest point, loading a previously
generated codebook against which each feature of the query im-
age will be evaluated and assigned to the closest bin or partition
in the Euclidean feature space, as it would happen when con-
structing a histogram. This approach, which has shown to be ef-
fective in recognition and classification [16] problems, is known
as the bag-of-words, textons, or object-parts model, in addition
to the codebook denomination, and basically consists on a vector
quantization of the feature vectors of each sampled point in the
image against such codebook (the quantizer). The result is one
single fixed length feature vector representing each image, eas-
ily comparable with others. It is also the approach that has been
followed in the present implementation.

As shown in Figure 1, there are three main steps in the appli-
cation execution. The first two are performed offline and require
a considerable amount of time and processing power. The last
one corresponds to the user querying online (in real time). The
following subsections describe the whole process:

Codebook generation
In order to later execute the user query against a codebook,

it is first necessary to create it. This is done as follows:

• For each image in the database, we compute the descrip-
tors for every sampled point and store them in one file per
image.
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• The descriptors corresponding to all the images in the
database are loaded into memory. Due to memory con-
straints, a random sampling of the descriptors of each im-
age is performed, yielding only half of them. This is pre-
ferred over the alternative of not using some of the images
in the database in the codebook generation.

• The inference of the codewords (each of the entries of the
codebook, or representative points of the partitioned fea-
ture space) is done by applying k-means clustering over
the descriptors in the Euclidean space. This method is em-
ployed rather than histogram-like homogeneous bin defini-
tion, because, since the descriptor points are not likely to
be uniformly distributed across the multidimensional fea-
ture space, clustering allows the creation of more compact
codebooks with no empty bins. The drawback is the fact
that k-means is based in variance, and thus more clusters
will be assigned to the more populated areas [17]. But since
the most frequent features are not necessarily the most in-
formative ones, this is not the most expressive achievable
codebook either, and other alternatives such as radius-based
ones could also be explored as a future work.
As for the implementation, values of k = 500, 1000 and
2000 were selected for comparative purpose (higher val-
ues were discarded, again, due to memory constraints),
and the computation was performed over around 56000
sampled descriptors from 565 files. Given the extremely
high dimensionality of the data, Matlab’s native implemen-
tation of k-means failed to produce results in acceptable
time, so other faster alternatives were considered, tested
and made available in the solution’s code, which take ad-
vantage of Matlab’s vectorization properties, or properties
of triangle inequalities [18], or even explore a Maximiza-
tion Expectation-based approach [19] for automatic deter-
mination of the optimal value of k fed by the whole set
of color descriptors. The triangle inequality-based solution
was the one yielding better (faster) results, and was thus the
one adopted by default in the testing stage.

• The codebook is generated in the same format as the indi-
vidual descriptors (but not assigned to any specific sampled
point), being each of the values the centroids of the clusters
resulting from the previous step.

Indexing

Once we have a codebook generated (a set of codebooks,
should we say, since one separate codebook must be used per
value of k, detector and descriptor), the next step would consist
on running an indexing function. This process will again com-
pute the indicated color descriptors for each image, but will com-
plete the last step too, and thus yield a fixed length feature vector
per image, after having assigned all its descriptors to their corre-
sponding bins in the codebook. This assignment has traditionally
been made as a hard assignment to the bin closest in similarity,
but the fact that this model was taken from text retrieval, where,
unlike in the case of image features, there is no ambiguity in the
assignment, makes of it not the most suitable method. Instead,
in [20] a soft assignment approach is proposed, which improves
the state of the art, and this is also implemented as an option
in the colorDescriptor software. However, this advanced assign-
ment method is left apart as a future parameter to be taken into
consideration in future tests.

Image search
Finally, the image search is performed online by the user

making use of the GUI constructed with such aim. After select-
ing the query image, the same codebook-based fixed length fea-
ture vector extraction process is performed over it (applying the
same codebook as in the indexing), and χ2 distance (see equation
2) is computed between this feature vector and those correspond-
ing to all the other images in the database, so as to rank them, sort
them in ascending order, and retrieve the results.

distχ2(�F ,�F ′) =
1
2

n
∑
i=1

(�Fi −�F ′
i )

2

�Fi +�F ′
i

, (2)

where �F , �F ′ are the feature vectors and n is their length. The 0/0
cases are taken as 0.

The image search module includes a performance evalu-
ation submodule that optionally computes the precision-recall
curve after each query, along with the area below such curve.
More details on performance evaluation are given in the Experi-
mental procedure section.

Combined descriptors
In addition to the standard use of feature vectors corre-

sponding to one unique color descriptor, the implemented system
includes the option of combining up to two different codebooks,
which might have been created under a variety of parameter vari-
ations (sampling method, codebook size, descriptor, codebook
construction method, etc.). In the Results section we will show
how combining different descriptors (maintaining the rest of the
parameters constant) can lead to an improved performance over
the simple, single descriptor approach. This makes sense, given
the fact that the different presented descriptors are not totally re-
dundant. The combination process is simple: a fixed length fea-
ture vector is extracted for the indexed and query images against
each of the considered codebooks, and these are concatenated
and compared exactly in the same way as in the simple case.
The weight of each of the codebooks is controlled by means of a
weighting factor, w, selectable by the user, which can take values
between 0 and 1, and multiplies all the distance values of the first
vector components, while (1−w) does the same for the second
feature vector components. Equation 3 shows this approach.

distχ2 (�Fc,�F ′
c) =

=
1
2

(
w

n
∑
i=1

(�Fc,i −�F ′
c,i)

2

�Fc,i +�F ′
c,i

+(1−w)
n+m
∑

i=n+1

(�Fc,i −�F ′
c,i)

2

�Fc,i +�F ′
c,i

)
(3)

where �Fc, �F ′
c are two combined feature vectors, w is the weight-

ing factor, n is the length of the first simple feature vector and
m is the length of the second concatenated simple feature vector.
The 0/0 cases are taken as 0.

Image database
A necessary step prior to the execution of the performance

evaluation experiments was the creation of an image database
to be used during the testing process. According to the project
requirements, it should contain a reduced number of objects de-
picted under some variations in the conditions, but against simple
backgrounds with little or no clutter (the inclusion of complex
scenes was left out of the scope of this project). [21] constitutes
a good example of such a kind of database. It was decided to
divide the task in two separate subtasks:
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• The creation of a basic image database that would contain
the images corresponding to a given set of single objects
from different points of view and scales under controlled
uniform illumination. In this case the aim is to get a com-
plete database: each variable (light source color, scale, ob-
ject, etc.) to modify means a new dimension in a multidi-
mensional matrix. The database should contain an image at
each cell of such matrix.

• An extension of such database, which would include sin-
gle objects or pairs of objects (so as to add clutter) un-
der non-uniform illumination. In this case the idea was to
add some additional non-standard variations to some of the
photographed objects. Given the practical intractability of
a fully complete database as in the previous case, just a few
random pictures were taken of selected objects at diverse
positions.

Acquisition and processing workflow
The following are some common characteristics of both im-

age databases and the process followed for their creation:
All the images were shot in RAW format using a Canon

Powershot G9 camera. In the post-processing stage, the CR2
(RAW) formatted images were all converted into Adobe’s digi-
tal negative format (.DNG), and further processed to generate six
different JPEG compressed outputs for different white balance
settings (those corresponding to auto white balance, daylight,
flash, fluorescent, shade and tungsten), for each of the originals.

The resolution of the raw images was 4000x3000 pixels.
The process of generation of JPEG images for different white
balance settings yielded images of 1365x1024 pixels, so each of
them was further downsampled with Imagemagick’s mogrify -
resize command, in order to keep both the processing time and
database size within reasonable limits, yielding final images with
their longest side set to 480 pixels (480x360). This size was de-
cided after studying the composition of several other existing im-
age databases, such as [22, 23].

All the pictures were taken in a GretagMcBeth Spectralight
III light cabinet so as to have a uniform simple background and
a controlled lighting environment, and they were all taken with
similar exposure settings, i.e:

• Sensibility: ISO 100
• Aperture: f/5.6. Intermediate value to have a wide enough

depth of field while maintaining the best quality.
• Shutter speed: 1/6s

These were the basic settings. In some cases, no more than -
1EV variations were made (changing the shutter speed to 1/13s)
over them in order to avoid clipping of the highlight areas in non-
metallic objects, since this is one of the assumptions made for the
analytical derivations applied to the different color descriptors
under the diagonal model [12]. Metallic objects were allowed to
show some clipping, given the fact that their almost pure specular
reflection directly reflects the light sources.

Basic database
The basic database was designed, with the completeness in

mind, to account for the following variations in the viewing con-
ditions:

Lighting set-up
Uniform illumination from the light cabinet.

View point
Two different vertical angles were fixed for shooting

(changing the height of the camera): 10◦and 30◦. In addition,
each object was photographed from different points of view, by
rotating the object around 3 different axis:

• In the horizontal plane, 8 different angle values were con-
sidered always (0◦, 45◦, 90◦, 135◦ , 180◦, 225◦ , 270◦and
315◦)

• The number of rotation steps in the other two planes was
dependent on the morphology of the object itself and its
stability.

Scale
Two different focal lengths were used in order to test the

scale invariance of the solution. No object cropping was in-
cluded. The corresponding focal lengths are 16.8mm (wide an-
gle) and 44.4mm (tele), for a 1/1.7” sensor (7.60 x 5.70 mm, 0.43
cm2).

Table 1: Characteristics of the different white balance settings
WB Setting Color Temp. Tint (−150 → 150)
Auto 4350K 55
Daylight 5500K 10
Flash 5500K 0
Fluorescent 3800K 21
Shade 7500K 10
Tungsten 2850K 0

Light source color
All the pictures were taken under the Coolwhite illuminant

(with a color temperature of about 4300K) provided by the cabi-
net. In the post-processing stage 6 variants were generated from
each of the originals, for the following white balance settings:
auto white balance, daylight, flash, fluorescent, shade and tung-
sten. Table 1 shows the corresponding color temperature and tint
values assigned to each of the pre-defined settings, and Figure 2
shows the whole workflow, including the results of the conver-
sion for a sample image.
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Figure 2. Database construction workflow for a sample image

11 different objects (see Figure 3) have been considered in
the basic database: a stapler, 2 different plugs, a mask (with some
moving parts), a perfume bottle, a knife (photographed with and
without the blades open), a deodorant, a water bottle, a cereal
box, a milk tetra-brik, and a plastic toy gun. Both the stapler
and the perfume bottle exhibit a metallic surface, the color of
which is highly dependent on the color of the light source and
the surrounding environment.

Totally, the basic database contains 9306 pictures, divided
in six subsets of 1551 photographs, one per white balance setting.
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Figure 3. View of all the included objects with auto white balance setting

Extended database
The extended database complements the basic one by

adding variational elements so that no completeness is aimed,
thus allowing a greater flexibility in the shooting. Some of the
objects were also photographed under hard light: an external
strobe was used in order to produce hard illumination, both with
on-camera and off-camera, lateral set up. The goal was to intro-
duce new variations in the set of images, such as casted shadows
or reflections that would not be achievable with the uniform illu-
mination. In addition, a series of pictures was taken with object
pairs rather than single objects, in order to add some controlled
clutter. As in the previous case, six output images were generated
from one single digital negative, but in this case the auto white
balance setting corresponds to a color temperature of 6550K and
a tint value of +6. This yields a total of 732 images in the ex-
tended database, 122 per white balance setting.

Combined database
For practical reasons, in order to facilitate the testing pro-

cedure a reduced database was created, composed of 563 im-
ages randomly sampled from both team’s basic and extended
databases and other teams’ repositories. For homogeneity and
performance reasons, all the pictures were resized to a maximum
of 480 pixels for the longest side.

Experimental procedure
As mentioned in the Image search subsection, a perfor-

mance evaluation submodule was added to the solution, in or-
der to be able to more efficiently collect experimental results.
This module is fed by an input file, which, for every image con-
tained in the combined database, includes an annotation with the
group or class to which the depicted object or objects pertain.
Therefore, it constitutes a ground truth against which it is possi-
ble to check the retrieval results and determine the goodness of
the method in use. Note that a retrieved image is considered rel-
evant to this respect if it contains the same object as the one in
the query image, independently of any other viewing or captur-
ing condition. This approach, somehow imported from the object
recognition and classification field, might not constitute the most
accurate relevance feedback gathering solution when applied to
a content similarity-based system (although semantically similar,
two given images of the same object might greatly differ in ap-
pearance, due to the multiple variation factors explained in the
Image database section), but it constitutes the most straightfor-
ward way to automatize the performance evaluation procedure
and thus avoid the need of human subjective intervention at this
step.

Therefore, in order to adequately characterize the perfor-
mance of the solution, for each individual query and codebook
used, a precision-recall curve is computed and shown, as defined
in [24], and the area under the curve (AUC) is computed as in
equation 4 for N images in the database.

AUC =
N
∑
i=1

PiΔRi , (4)

where ΔRi = Ri −Ri−1 and R0 = 0.

Test image1 Test image2 Test image3 Test image4 Test image5

Test image6 Test image7 Test image8 Test image9 Test image10

Test image11 Test image12 Test image13 Test image14 Test image15

Test image16 Test image17 Test image18 Test image19 Test image20

Test image21 Test image22 Test image23 Test image24 Test image25

Figure 4. Subset of 25 test images used in the experiments

Built upon such functionality, an exhaustive experimental
testing procedure was planned, in an attempt to objectively de-
termine which of the different parameter configurations yields
best performance (in terms of resulting area) and to observe the
effect of a variation of some of these parameters, such as the
size of the codebook (k), or the descriptor (or combination of de-
scriptors) used. A small set of 25 query images (see Figure 4),
comprising different objects, illuminant and white balance set-
tings, points of view, scales, lighting complexites, and levels of
clutter and cropping, were selected from the combined database,
and tested against the different created codebooks, including both
single color descriptors and combinations of these. Three differ-
ent values of the parameter k (codebook size, in number of code-
words) were considered (k = 500, 1000 and 2000), and, in the
combined case, for each pair of different descriptors the weight-
ing factor adopted 5 different values: w = 0.15, 0.3, 0.5, 0.7 and
0.85. The rest of the parameters were kept constant (hard assign-
ment, Harris-Laplace detector, number of descriptors and files
used for the creation of the codebook) and their study postponed
for future work. The Results section shows the performance val-
ues obtained in this manner.

Results
The present section shows the results achieved with the dif-

ferent parametrization options detailed in the Experimental pro-
cedure section. As mentioned, two different experiments were
conducted, and the area under the Precision-Recall curve was
taken as the only indicator of performance.

Experiment 1: single descriptors
Figure 5 shows the result of averaging across the 25 test

images the areas obtained by applying each of the considered
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Figure 5. Average area per individual descriptor and value of k

single color descriptors, each of them for codebooks of 2000,
1000 and 500 codewords. The Transformed Color Histogram
clearly achieves the best results for any of the codebook lengths,
followed by rg-SIFT and the rest of the SIFT based descriptors
(being RGB-SIFT the worse between them), along with the Color
Moment Invariants, while the hue and rg histograms achieve con-
siderably worse results. Table 2 shows a relation of the amount
of images in the testing set for which each single descriptor per-
formed best, again evidencing the prevalence of the Transformed
Color Histogram and yielding results that are consistent with the
exposed ones.

Figure 6 focuses on the effect of the codebook size, k, in the
results by comparing the sum of the areas yielded by each de-
scriptor. It suggests that, in the range of values of k considered in
this study, an increase of such parameter produces a performance
increase as well. Concretely, the average improvement of using
k = 2000 over 1000 is 0.88%, and over 500 is 3.03%. Higher
values of k could not be tested due to memory constraints, but it
would be interesting to check at which point this tendency is in-
verted. If we go back to figure 5, we can see that this conclusion
holds for all the methods based on the SIFT descriptors, while
CMI shows the opposite tendency, and for the rest of them the
results show little variation.

Table 2: Best descriptors by images with best performance
Descriptor k # images as best descriptor
TCH 2000 5
TCH 500 5
rg-SIFT 2000 3
rg-SIFT 1000 3
CMI 2000 3
CMI 500 3
Opponent-SIFT 2000 3
TCH 1000 3
rgb-SIFT 2000 2
rgb-SIFT 500 2
rg-SIFT 500 2

Experiment 2: combined descriptors
When combinations of the individual descriptors are con-

sidered, the obtained results show a significant performance im-
provement as compared to the single descriptor case. Table 3
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Figure 6. Effect of the variation of the codebook size, k, in the cumulative
area computed for all the individual color descriptors

Table 3: Maximum and average AUC for individual and com-
bined descriptors

Scope k Avg. Max. Descr. Max.
Comb. 2000 0.6094 0.7116 0.5TCH/0.5rg-SIFT/2000
Comb. 1000 0.6040 0.6984 0.5TCH/0.5rg-SIFT/2000
Comb. 500 0.5907 0.7043 0.5TCH/0.5CMI/500
Comb. All 0.6014 0.7116 0.5TCH/0.5rg-SIFT/2000
Single 2000 0.5546 0.6744 TCH/2000
Single 1000 0.5498 0.6655 TCH/1000
Single 500 0.5383 0.6715 TCH/500
Single All 0.5476 0.6744 TCH/2000
ALL ALL 0.5985 0.7116 0.5TCH/0.5rg-SIFT/2000

shows a comparison between the average and maximum area
means obtained across all the test images for the single and com-
bined approaches, and the unfolded results per value of k are
also shown. The data reveal an increase of 9.83% for the av-
eraged area between single and combined descriptors (consider-
ing all the possible combinations between the individual descrip-
tors, with values of w = 0.15,0.3,0.5,0.7,0.85), which reduces
to 5.52% when considering the improvement achieved between
the single and combined descriptors that obtain the maximum
performance when averaged across all the images. These are
TCH with k = 2000 for the individuals and the combination 0.5
x Transformed Color Histogram, 0.5 x rg-SIFT with k = 2000
when considering all the options. The same table also shows
how the tendency of getting better performance on average for
higher values of k is also maintained in the combined case. The
second and third best descriptors, according to the average area
yielded, were 0.5 x Transformed Color Histogram, 0.5 x C-SIFT
with k = 2000 (average area = 0.7094) and 0.7 x Transformed
Color Histogram, 0.3 x rg-SIFT with k = 2000 (average area =
0.7078). All these results point out the remarkable performance
of the Transformed Color Histogram for our test database and
the considered variations, and how it can be complemented with
additional descriptors (best with SIFT-based ones) in order to get
it improved.

If we unfold the data for the different images (figure 7), we
can see that the best results are obtained, for our winning descrip-
tor, for images 14, 4 and 8, and the worst are achieved for images
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17, 21 and 19. The results and Precision-Recall curve for such
cases are shown in figures 8 and 9, respectively. If we check
the retrieved images for the latter, we can suggest that the lack
of a large number of salient points (in the case of the remote),
the existence of similar but distinct objects of equal neutral color
(different plugs, remote) or the metallic nature of the stapler, with
the consequent reflections, etc. may be some of the causes that
most negatively affect the performance.

Conclusions and future work
In this paper we have presented a working content-based

image retrieval system running over a test database created ad
hoc in order to challenge the invariance and distinctiveness prop-
erties of the solution. It was built on the top of an existing im-
plementation of different color descriptors, the performance of
which have been tested by applying them as single or combined
descriptors over a reduced test-set of images, making use of the
bag-of-words or codebook model. The results show that, for the
considered options, larger codebooks yield better results in terms
of area under the precision-recall curve (for all the SIFT-based
descriptors), and that the Transformed Color Histogram exhibits
a good trade-off between invariance and distinctiveness, that can
be improved by using it in conjunction with other complemen-
tary (and preferably SIFT-based) descriptors.

There are, though, a number of design and implementation
alternatives that were left out of the presented solution, that might
be worth pursuing in future revisions. Some of these are:

• The inclusion of additional point sampling methods, apart
from Harris-Laplace detector. The core software allows the
use of dense sampling methods and the construction of spa-
tial pyramids that can be combined between them in the
same way as we did before.

• The use of soft assignment of the samples to the differ-
ent codewords (rather than current hard assignment) have
shown to correlate well with the ambiguity inherent to the
visual world [20].

• An alternative to k-means clustering that does not concen-
trate most of the centroids where most of the samples are,
such as radius-based clustering, might be adequate in this
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Figure 8. Results and Precision-Recall curve for the images yielding best
results for the winning combination (images 14, 4, and 8. 0.5TCH / 0.5rg-
SIFT / 2000)

field when constructing a more expresive codebook.
• It might be interesting to reproduce the tests for higher val-

ues of k (codebook size), in order to study at which point
we get an inversion of the shown tendency to obtain bet-
ter results for larger codebooks. [12], for example, use
codebooks of a constant length of k = 4096 in their tests.
Memory needs are considerable, though, and the process of
codebook creation and indexing is also expensive for large
databases.

• Human subjective feedback could also be considered when
evaluating the performance, as well as using this informa-
tion to online and permanently modify the results so as to
more closely resemble user expectations. This would imply
a change of criteria in the evaluation, though, passing from
object-centric assessment to subjective semantic content-
based one.
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Aitor Álvarez Gila wishes to thank Fundación “la Caixa”

for its financial support in the realization of this work.

References
[1] Greg Pass and Ramin Zabih, Comparing images using joint his-

tograms, Multimedia Systems, 7(3):234240 (1999).
[2] Michael J. Swain and Dana H. Ballard, Color indexing, International

Journal of Computer Vision, 7:1132 (1991).
[3] Nicu Sebe and Michael S Lew, Texture features for content-based

retrieval, In Principles of visual information retrieval, page 5185.
Springer-Verlag, London, UK. (2001).

[4] Anil K. Jain and Farshid Farrokhnia, Unsupervised texture segmen-
tation using gabor filters, Pattern Recogn., 24(12):11671186 (1991).

[5] I. Daubechies, The wavelet transform, time-frequency localization

CGIV 2010 Final Program and Proceedings 312



1.Dist=0 2.Dist=0.64883 3.Dist=0.69384 4.Dist=0.71189 5.Dist=0.72807 6.Dist=0.73608 7.Dist=0.75056 8.Dist=0.75158

9.Dist=0.7526 10.Dist=0.75427 11.Dist=0.75864 12.Dist=0.76442 13.Dist=0.76448 14.Dist=0.76952 15.Dist=0.77167 16.Dist=0.77394

17.Dist=0.77498 18.Dist=0.77633 19.Dist=0.77718 20.Dist=0.7787 21.Dist=0.77921 22.Dist=0.78035 23.Dist=0.7817 24.Dist=0.78432

25.Dist=0.78523 26.Dist=0.7856 27.Dist=0.78777 28.Dist=0.79003 29.Dist=0.79154 30.Dist=0.79574 31.Dist=0.80428 32.Dist=0.80508

33.Dist=0.8079 34.Dist=0.81117 35.Dist=0.81133 36.Dist=0.81159 37.Dist=0.81357 38.Dist=0.81558 39.Dist=0.81608 40.Dist=0.81666

41.Dist=0.81714 42.Dist=0.81721 43.Dist=0.81725 44.Dist=0.81786 45.Dist=0.81836 46.Dist=0.81988 47.Dist=0.82311 48.Dist=0.82431

0 10 20 30 40 50 60 70 80 90 100
0

10

20

30

40

50

60

70

80

90

100

Recall %

P
re

ci
si

on
 %

1.Dist=0 2.Dist=0.38529 3.Dist=0.65815 4.Dist=0.71981 5.Dist=0.72626 6.Dist=0.74657 7.Dist=0.75961 8.Dist=0.78474

9.Dist=0.78498 10.Dist=0.79143 11.Dist=0.79171 12.Dist=0.79262 13.Dist=0.8052 14.Dist=0.80645 15.Dist=0.8089 16.Dist=0.80912

17.Dist=0.81585 18.Dist=0.81589 19.Dist=0.81654 20.Dist=0.81897 21.Dist=0.81957 22.Dist=0.8302 23.Dist=0.83074 24.Dist=0.8319

25.Dist=0.83245 26.Dist=0.8331 27.Dist=0.83445 28.Dist=0.83524 29.Dist=0.83579 30.Dist=0.83645 31.Dist=0.84572 32.Dist=0.85132

33.Dist=0.85325 34.Dist=0.85453 35.Dist=0.85523 36.Dist=0.85583 37.Dist=0.85962 38.Dist=0.86346 39.Dist=0.86531 40.Dist=0.86581

41.Dist=0.86751 42.Dist=0.86896 43.Dist=0.86943 44.Dist=0.86963 45.Dist=0.87096 46.Dist=0.87535 47.Dist=0.87758 48.Dist=0.87774

0 10 20 30 40 50 60 70 80 90 100
0

10

20

30

40

50

60

70

80

90

100

Recall %

P
re

ci
si

on
 %

1.Dist=0 2.Dist=0.4525 3.Dist=0.61418 4.Dist=0.72255 5.Dist=0.7815 6.Dist=0.7856 7.Dist=0.80823 8.Dist=0.81102

9.Dist=0.81398 10.Dist=0.82688 11.Dist=0.83151 12.Dist=0.83265 13.Dist=0.83621 14.Dist=0.83845 15.Dist=0.83924 16.Dist=0.84075

17.Dist=0.8467 18.Dist=0.84691 19.Dist=0.84778 20.Dist=0.84808 21.Dist=0.84903 22.Dist=0.84952 23.Dist=0.85232 24.Dist=0.85298

25.Dist=0.85389 26.Dist=0.85483 27.Dist=0.85601 28.Dist=0.85628 29.Dist=0.85711 30.Dist=0.85786 31.Dist=0.86106 32.Dist=0.86114

33.Dist=0.86232 34.Dist=0.86467 35.Dist=0.8652 36.Dist=0.86544 37.Dist=0.86678 38.Dist=0.86884 39.Dist=0.87 40.Dist=0.87147

41.Dist=0.87409 42.Dist=0.87535 43.Dist=0.87876 44.Dist=0.87911 45.Dist=0.87923 46.Dist=0.8793 47.Dist=0.8798 48.Dist=0.88054

0 10 20 30 40 50 60 70 80 90 100
0

10

20

30

40

50

60

70

80

90

100

Recall %

P
re

ci
si

on
 %

Figure 9. Results and Precision-Recall curve for the images yielding worst
results for the winning combination (images 17, 21 and 19. 0.5TCH / 0.5rg-
SIFT / 2000)
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