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Abstract 

This paper presents a new approach for the segmentation of 
color-textured images, which is based on a novel, perceptually 
adapted K-means algorithm and a multidimensional multistep 
region growing technique. The method consists of several steps. 
Perceptually adapted K-means clustering algorithm is 
performed to determine the N reference colors of the desired 
region. Texture features are computed using the energy of some 
low order statistical moments Then, an N-dimensional multi-step 
region growing procedure controlled by texture is performed 
with the automatically extracted seeds by computing, for each 
new pixel in the image, its perceptual distance to the reference 
colors, that is, computing the CIEDE 2000 color distance in the 
L*a*b* color space to the colors that compound the multicolored 
texture, rather than Euclidean distance in a non-uniform color 
space.  The method has an adaptive structure due to the growth 
tolerance parameter that changes with a step size that depends 
on the mean of the variance for each reference color of the 
actual grown region. Contrast is also introduced to decide 
which value of this tolerance parameter is taken, choosing the 
one that provides the region with the highest mean contrast in 
relation to the background. Using these tools, a set of 80 natural 
images is considered. To validate the segmentation results 
obtained, a comparison with state-of-the-art color-texture based 
algorithms has been completed. The proposed technique 
outperformed the published ones achieving a Recall value of 
0.757 and a Precision value of 0.812.  

Introduction 
Natural scenes are rich in color and texture, and therefore, 

combining color and texture features would be of significant 
benefit in distinguishing between regions having the same color 
but different textures and vice versa [1]. However, texture is in 
general forgotten in most proposals, probably due to the 
difficulty in obtaining accurate boundary information when 
texture, which is a non-local image property, is considered [2]. 
A review of the literature on image segmentation indicates that a 
large amount of the past work has focused on developing 
algorithms based either on color or texture features [1]. The 
early color-texture segmentation algorithms were design for a 
particular application and only a few attempts have been made to 
build a unified segmentation framework [3].  

In this paper, a new image region-growing segmentation 
method, based on color and texture information and related to 
human perception is proposed. In an ordinary region growing 
procedure, the belonging condition is fixed, that is, the algorithm 
grows a region with a determined condition. With the multi-step 
technique, the belonging condition automatically changes in 
order to find its optimum value. The multi-step method has been 
extended to K dimensions with K the number of reference colors 

and, moreover, the algorithm is not only based on color but also 
it is texture-controlled. The major contribution of this work 
resides in its adapted to human color perception: it uses the 
quasi-perceptually uniform color space CIE L*a*b*, the advance 
color distance metric CIEDE 2000 and a perceptually adapted K-
means algorithm.  

In the literature there are several color region-growing 
algorithms. Fan et al. [4] extended Adams and Bischof algorithm 
[5] to color. They improved the algorithm selecting 
automatically the seeds and proposed a new method for pixel 
labeling as well [2]. Cheng [6] published a region-growing 
approach to color segmentation using 3D clustering and 
relaxation labeling. The algorithm starts smoothing the image to 
remove noise. Then the region-growing procedure based on 
relaxation labeling is performed. As final step it merges regions 
if they are too small. The three last methods mentioned take only 
into account color information. 

Maeda et al. [7] have proposed a region-growing algorithm 
that joins color and texture information by applying fuzzy sets, 
performing a region-growing procedure based on a fixed 
homogeneity parameter. Yu et al. [8] proposed an improved 
approach for the JSEG algorithm [9] from the aspect of color-
texture homogeneity measure. The color discontinuity measure 
is obtained by a linear combination of given RGB sensitivities 
and its combination with the measure J in JSEG.  The region 
growing based segmentation, with fixed belonging condition, is 
performed on the new images Jc corresponding to the color 
measures calculated. García-Ugarriza et al. [10] proposed an 
automatic color image segmentation algorithm based on 
dynamic region growing. The initial seeds are computed by 
analyzing the color gradient dynamic range in order to select a 
suitable threshold for identifying flat regions. This threshold is 
also used to define the belonging condition increasing its value 
in order to add more pixels to the detected seeds.  Texture 
information aids the posterior merging and it is computed by 
calculating the entropy of image segments on windows of 
experimentally fixed size. None of the above mentioned color-
texture region growing techniques are intended to be 
perceptually adapted and the color space used is RGB.  

Though there is an extensive literature on image 
segmentation, the papers on perceptual segmentation are limited. 
Among them, Mirmehdi and Petrou [11] proposed a method 
based on the multiscale perceptual image tower and a 
probabilistic relaxation method. Shi and Malik [12] proposed a 
perceptual grouping method based on graph theory, and 
Manjunath and Ma [13] proposed a technique based on the 
Gabor filters and the Edge Flow. Recently, Chen et al. [14] 
proposed the approach based on the adaptive clustering 
algorithm and the steerable filter decomposition. Maeda et al. 
[15] proposed a number-driven perceptual segmentation of 
natural color images using a fuzzy-based hierarchical algorithm. 
A fuzzy-based homogeneity measure makes a fusion of the CIE 
L*a*b* color by calculating the Euclidean distance and SGF 
texture features on thresholded windows of fixed size. Although 
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these algorithms have a good performance, they are not fully 
adapted to human perception.  

Fully automated operator independent segmentation 
procedures that successfully segment a general-purpose database 
are extremely difficult to design. Therefore, usually some kind 
of operator intervention is required. Manual interaction, 
typically using a mouse or keyboard, is inevitable [16]. 
Furthermore, in many contexts (e.g. medical imaging), the 
quality of segmentation can only be judged a posteriori, by its 
pertinence for a particular application. In these cases, an 
interactive approach is often preferred, where a human operator 
interprets the semantic contents of the image, selects the objects 
of interest and the segmentation algorithm is used to extract 
them automatically from the background [17]. The proposed 
algorithm has the only requirement of an initial user’s 
participation where he must provide the desired color and 
texture. To this purpose, the operator draws with the mouse a 
rectangle within the preferred region. The size of this selection 
box will be the size of the window for texture calculation 
making the algorithm perceptually adapted.  

In a previously published algorithm, seeds were selected as 
those pixels whose color difference to the average color of the 
selection box was low. So it failed with objects with 
multicolored textures, or shades, [18]. In [19] colors existing in 
the texture to be segmented were found and those pixels whose 
color difference to any of these colors were considered as seeds. 
In the proposed approach colors existing in a particular texture 
are determined with a clustering technique adapted to human 
perception [20]. 

Color and Texture Features 

Color information 
To perform color segmentation a uniform color space is 

required. That is, in the chosen color space, distance measures 
must be correlated with perceived color differences. In 1976, 
CIE proposed two color spaces that approximately possessed 
this property: L*a*b* and L*u*v*. Euclidean distances in those 
spaces were believed to be approximately correlated with 
perceptual color differences. Later on it was demonstrated that 
this goal was not strictly achieved. To improve the uniformity of 
color difference measurements in CIE L*a*b*, an empirical 
modification of the Euclidean distance was proposed in 1995. 
This distance measure is abbreviate called CIE94. More 
recently, the CIE has established the CIEDE 2000 color 
difference equation that extends the concept of CIE94 with 
further complexity. It has been demonstrated that CIEDE 2000 
performs better than all the existing color distance formulas 
including the new Euclidean distance in the log compressed 
OSA-UCS space [21], [22]. 

Texture information 
Texture information plays a significant role in image 

interpretation. Human beings are able to distinguish in an image 
those regions that are equal in color but different in texture. Our 
goal is to take advantage of this additional information treating it 
not as a problem but as a useful tool.  

The proposed method extracts texture features only from 
the luminance component (L*) of the original image and not 
from the chrominance ones (a*, b*). This assumption is based on 
previous works: the psychophysical studies of Poirson and 
Wandell suggest that color and pattern information in the human 
visual system are processed separately [23]. Mojsilovic et al. 
[24], suggest that the overall perception of color patterns is 

formed through the interaction of a luminance component, a 
chrominance component and an achromatic pattern component. 
The luminance and chrominance components are used in 
extracting color-based information, while the achromatic pattern 
component is utilized as texture pattern information. So, they 
state that human perception of pattern is unrelated to the color 
content of an image. Mäenpää and Pietikäinen [25] conclude that 
it seems that texture information should be extracted from the 
luminance component, whereas color is more a regional 
property. 

The texture features employed in this method are based on 
some local low statistical moments [26]. In order to justify the 
choice of first order statistics for texture feature extraction, 
Zamperoni et al. [27] state that although one can construct some 
patterns for which the choice of first order statistics does not 
work, the converse is true for a surprisingly high number of real 
images representing natural scenes of a given type, as confirmed 
by the experiments reported in Lowitz [28] and in Kim [29].  

Furthermore, as this algorithm is applied to general-purpose 
images, the texture present in this kind of images represents 
properties such as smoothness, coarseness, regularity, etc. rather 
than the arrangement of image primitives, Figure 6. In textures 
where a primitive is repeated, structural methods, spectral 
methods or techniques based on second-order statistics, such as 
the coocurrence matrix could work better [27]. But this does not 
happen in images where patterns are not present. 

The algorithm calculates for every pixel, four statistical 
moments mpq with p,q={0,1} by processing the L* component 
with local masks expressed in a normalized coordinate system. 
A formal expression of these moments is shown in equation (1). 
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where W is the window width, (i,j) are the pixel coordinates for 
which the moments are computed, (m,n) the coordinates of 
another pixel which falls within the window, (xm yn) are the 
normalized coordinates for (m,n), and f(m,n) is the value of the 
L* component at the pixel with coordinates (m,n). This 
normalized expression leads us to compare among pixel 
moments and it is equivalent to the finite convolution of the 
image with a mask. The sizes of these masks have been fixed to 
the size of the selection box. Usually, for each segmentation this 
size will be different, so our algorithm will be automatically 
adapted to the texture we want to isolate.  

With all these parameters, we can build four new images 
Mpq with p,q={0,1} corresponding to each statistical parameter. 
To this purpose we assign to each pixel a value equal to the 
previously calculated moment mpq. For example, in the case of 
pixel (30, 20) if we want to build the image M11 we define the 
value at position (30, 20) as the moment m11, calculated with a 
window centered in that pixel.  

We must notice that we have included the moment m00, 
because it is an important feature to characterize the texture. The 
mean of the luminance in a texture is very significant. 

The presence of shaded areas in an object will make this 
moment to vary but this is not a problem in terms of perception: 

268 ©2010 Society for Imaging Science and Technology



 

as we are separating different appearances, when the same object 
is partly in shade, it is perceived as two different regions. 

 
 
 
 
 
 
 
 
 
 

  

Figure 1. Texture of the original image is analyzed in order to isolate the 
leopard. After the perceptually adapted statistical moment evaluation, and 
energy computing, the results of the k-means algorithm are shown for 
different t values of k. The corresponding values for Dunn’s coefficient are 
also shown, giving its maximum for k=3, which leads to the texture image 
displayed. 

Afterwards, we defined new images calculated from the 
energy of the moments. We called them energy images E00, 
E01, E10 and E11 and they represent the strength of each 
moment around the pixel location. The computation of the 
energies follows equation (2). 

 

 (2) 

 

where Epq(i,j) is the energy corresponding to the pixel with 
coordinates (i,j) in the image Mpq, W is the window width, 
Mpq(m,n) is the value of the pixel with coordinates (m,n) in the 
moment image Mpq and p,q={0,1} 

 Therefore the texture of each pixel is now characterized 
with four values, one from each energy image. Then a pixel can 
be interpreted as a point in a four dimensional space. 
Subsequently, in order to assign each pixel to one texture in the 
image, we apply the traditional k-means algorithm in this space. 
The number of textures presents in the image is determined with 
Dunn’s coefficient [30]. 

At the end of this procedure the image is divided into a 
number of textures. This information will control the region 
growing. In Figure 1 the performance of this procedure is 
illustrated.  

Texture-controlled K-dimensional Multistep 
Region Growing 

 
 The general scheme of the algorithm is shown in Figure 2. 

Preprocessing 
Original images may include some noise that could change 

the result of the segmentation. A filtering or non-linear 
smoothing approach using anisotropic diffusion is applied on the 
original image to smooth unwanted data. This method is 
stronger in the homogeneous parts of the image and weaker in 
the edges [31]. In other words, it has the property of eliminating 
noise while preserving edges, which is a desirable characteristic 
in color segmentation. Moreover, as we are processing color 
images, the most effective method to perform the diffusion is to 
apply it to the intensity and chromaticity separately [32].  

Reference colors determination 
After the preprocessing, colors present in the selection box have 
to be determined. In the proposed approach colors existing in a 
particular texture are determined with a clustering technique 
adapted to human perception [33]. This clustering can be 
summarized as follows. 

Let X ={x1,…, xn} be the pixels contained in the selection 
box represented in the L*a*b* color space. The codebook V is 
defined as the set V = {v1,…, vk} , whose elements are the 
centroids or reference colors. The Voronoi set πi of the 
codevector vi is the subset of X for which the centroid vi is the 
nearest vector: Starting from the finite data set X, this algorithm 
moves iteratively the k codevectors to the centroids of their 
Voronoi sets and recalculates the Voronoi sets. The codebook V 
is chosen to minimize the empirical quantization error: 
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where d is the distance measure and n the number of pixels. In 
the case of the Euclidean distance, this error is minimized when 
the codevectors are chosen as:  
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Figure 2. General scheme of the Texture-Controlled K-dimensional 
Multistep Region Growing algorithm. 

 
The CIEDE 2000 color distance between two pixels of color 
values  and  is calculated as: 
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where the values of the parametric factors and the weighting 
functions can be found in [21]. As it was already mentioned, the 
codebook V is chosen to minimize the error (3).To solve this 
optimization problem, the clustering technique described in [33] 
employs the 2-D-log-search [34]-[35], extended to 3-D.  

It has a recursive structure and looks among some selected 
points of the neighborhood for the one that minimize the 
objective function, that is, the one that minimize the sum of the 
quadratic distances of each point to each centroid in each cluster. 

To obtain the value K (number of clusters) automatically, 
we use, once more, Dunn’s coefficient [30]. 

 On Figure 3 we can see an example showing the 
corresponding reference colors for the original image of Figure 
1. 

 
 
 
 
 
 
 

Figure 3. Perceptually detected colors, (a) and (b), on the multicolor 
texture of the original image of Figure 1.These are the reference colors. 

Seed selection 
A particular pixel will be selected as seed if it fulfills the 

following three conditions: 
1) Its CIEDE2000 color difference to any reference colors 

is a local minimum. That is, all its neighbors have a color 
difference to any reference color higher than that pixel. 

2) Its CIEDE2000 color difference to any of the reference 
colors has to be lower than a threshold. 

This threshold is calculated automatically as follows. A 
histogram with the distances to each of the reference colors is 
calculated, Then, K thresholds are calculated as the peaks in 
the lowest mode of the histograms. Obviously, the only thing 
what matters for the good performance of the algorithm is that 
seeds must belong to the region to be segmented and, provided 
this condition is met, the choice of a particular threshold for the 
seeds is not decisive in the success of the segmentation. The 
procedure to find significant peaks and valleys and the 
threshold follows the algorithm developed by Acha et al. [36]  

3) Finally, texture information is applied to reject some of 
the seed candidates: seeds must have been classified as the 
same texture than one of the selection box. An example 
summarizing the seed selection procedure for the image in 
Figure 1 is shown in Figure. 4.  

Region Growing 
We use a K-dimensional perceptually adapted dynamic 

region growing method to segment the image.  
The original idea introduced by this method is that, in an 

ordinary region growing, the merging condition is fixed. For 
each seed, the algorithm grows a region with a particular 
inclusion condition. With this multi-step technique, the merging 
condition automatically changes in order to find its optimum 
value, which will correspond to the highest value of the contrast 
parameter explained later on in this subsection. 

After the seed selection process, we have K-groups of 
seeds, one group for each of the reference colors. Let us take a 
particular seed belonging to the group i. The process begins with 
a typical region growing procedure where a pixel to join the 
growing region must fulfill three conditions: 

 
1) It cannot belong to another region grown before. 
 
2) It must have the same texture as the seed. 
 
3) The perceptual distance to any reference color n, must 

be lower than a threshold. This similarity is measured according 
to (6): 

 
 
 
 
 
 
 

(a) 

 
 
 
 
 
 
 

(b)  
 
 
 
 
 
 

             (a) 

 
 
 
 
 
 
 

              (b) 
 

270 ©2010 Society for Imaging Science and Technology



 

 

  (6) 

 
where n refers to the reference color n, K is the number of 

reference colors, Fmax,n and Fmin,n are the maximum and minimum 
values of the perceptual distances of the pixels in the growing 
region for color n, i and j are the coordinates of the pixel, Fij,n is 
the perceptual distance of the actual pixel to the reference color 
n, and τ is the tolerance step, which will be iteratively increased.  
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Figure 4. Seed selection process. Firstly pixels with lowest perceptual 
distance to the reference colors are obtained. These minima are 
subsequently thresholded to obtain seeds candidates. When texture 
information is included, final seeds are attained. 

It must be emphasized that the region growing does not 
depend on the position of the seed within the region. Although a 
boundary is encountered on one side, the algorithm will continue 
growing with the same parameter of tolerance in the other 
directions until no other pixel can be included in the region; and 
only then, contrast is calculated to determine if we should 
increase the tolerance and continue growing.  

Once a region is grown with a particular τ, the next step is 
to verify whether the region obtained is optimal. If it is not 
optimal, the region growing will continue growing with a more 
relaxed condition, that is, τ is increased. More specifically, τ 
follows the expression: 

€ 

τ =α ⋅σ  (7) 

where is the standard deviation of the perceptual 
distances of the pixels added before to the region and α is 
variable with an initial value experimentally fixed to 0.1. On 
each iteration α is increased by 0.1. Then, the region growing is 
repeated with this more relaxed condition.  

The optimality criterion to choose the best region during 
the region-growing process or stop condition consists in 
maximizing a contrast parameter. This contrast parameter is 
calculated for each reference color as: 

 

€ 

contrast =
Inside edge −Outside edge
Inside edge +Outside edge

 (8) 

 
where Inside edge and Outside edge represent the mean 

perceptual distance values of the pixels belonging to the inner 
border and outer border of a region respectively.  

At the beginning, the region growing has a very restrictive 
merging condition. This will lead us to obtain a small region. 
Repeating the process, the contrast parameter of equation (8) is 
calculated.  

While the grown region is inside the object, the contrast 
parameter increases its value in a smooth way, because pixels 
belonging to the inner border and to the outer border of the 
region are similar. When the region whose contrast is being 
calculated matches the object, the contrast parameter has a high 
value because pixels surrounding the region will differ from 
those inside the region. If we continue growing, the contrast 
parameter will be low again because both the inner border and 
the outer border are similar. Therefore when the contrast 
parameter reaches its maximum we have obtained the best 
region.  

A steep slope in the contrast parameter evolution 
corresponds to those values of α for which boundaries are 
reached. This increase may be either because the whole 
boundary of the object has been reached or because the 
boundary of the region grown matches in part the boundary of 
the object. In the second situation, the tolerance will continue 
being increased until the whole boundary is reached.  

During this increase of the parameter α, the contrast 
parameter never decreases and, as a consequence, the stop 
condition is not reached, because the increase of the tolerance is 
not high enough to overcome a boundary.  

Once the whole boundary is reached, if the tolerance is 
being enlarged again the region will exceed the limits of the 
object and, therefore, the contrast will decrease. In such a 
situation the region growing will stop because the stop condition 
has been attained. 

This process is iteratively repeated for every seed belonging 
to each group (n=1,…,K) corresponding to the reference colors. 
If a seed has been already included in the region it is omitted. 

On Figure 5, the result obtained for the leopard image taken 
as an example in the document is shown. The skin of the leopard 
having the desired color and texture is marked in pink.  

Experimental results 
In our experiments, we tested the performance of the proposed 
segmentation method using 80 real-world images containing 
texture regions taken from the commercial Corel stock photo 
collection. 
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Figure 5. Final segmentation of the original image is shown in Figures 1 
and 2. Pixels in pink are considered to belong to the desired region. 

The validation test has been performed by comparing the 
results of the algorithm with two state-of-the-art algorithms, 
CTREG [18] and Carson’s work [37], and with the manual 
segmentation carried out by five observers. CTREG algorithm 
has an analogous structure but it does not take into account all 
the possible reference colors. Instead, it is based on the mean 
color of the selected region and it does not have a perceptually 
adapted K-means procedure. Carson’s work is an algorithm that 
segments natural images based on texture and color information 
and its results are available in the Internet (http:// 

elib.cs.berkeley.edu/photos/blobworld).  
In order to analyze the performance of the algorithm in an 
objective way, two parameters have been calculated. The first 
parameter is the Precision or Positive Predictive Value (PPV), 
which measures the ratio between the number of pixels 
segmented by the algorithm which fit the segmentation gold 
standard and the total amount of pixels segmented. The second 
parameter is called Recall or Sensitivity (S) and it is the ratio 
between the number of pixels segmented by the algorithm which 
fit the segmentation gold standard and the total amount of pixels 
in the segmentation gold standard. To estimate this “ground 
truth” segmentation from the group of five experts, we have 
used the method based on Expectation-Maximization (EM) 
proposed in [38]. The expert segmentation decision at each pixel 
is directly observable and the hidden ground truth is a binary 
variable for each pixel. The complete data consists of the expert 
decisions, which are known, and the ground truth, which is not 
known. If the ground truth were known it would be 
straightforward to estimate the expert quality parameters. Since 
the complete data is not available, the ground truth is replaced 
with their expected values under the assumption of the previous 
estimate of the expert quality parameters. Then, the expert 
quality parameters are re-estimated iterating this sequence of 
estimation of the quality parameters and ground truth variables 
until convergence is reached. 

   

Figure 6. Three results are shown: (a), (e) and (i) are the original images, (b), (f) and (j) are the results obtained with the proposed algorithm, (c), (g) 
and (k) are the images segmented by CETREG. (d), (h) and (l) are Carson’s results. 
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Intuitively it can be seen that the first parameter measures 
the over-segmentation, which would be null if Precision were 1. 
Likewise, Recall measures the under-segmentation. The 
segmentation Gold Standard was obtained from observer’s 
segmentation by applying an Expectation Maximization 
validation algorithm [38]. Regarding to the 80 Corel images, the 
experimental data is depicted in Table I and shows over all 
Recall and Precision values as well as its standard deviations. 
The algorithm achieves a Recall of 0.757 for a Precision of 
0.812 while CTREG achieves a Recall of 0.695 and a Precision 
of 0.807. Carson’s algorithm achieves a Recall of 0.685 and a 
Precision of 0.629. We can observe that although in terms of 
Precision three methods are very similar, the new version 
provides a significant improvement in Recall while Precision is 
also improved. Then, regarding to Precision our algorithm 
outperforms Carson’s one and has a similar value to the 
previously published approach. In Fig. 6 some images 
segmented with the three algorithms are presented. Fig. 6 (b), (f) 
and (j) show segmentation results of the proposed algorithm, (c), 
(g) and (k) are the images segmented by CETREG. (d), (h) and 
(l) are Carson’s results. Carson’s method segments the whole 
image into regions with the same color and texture, and in the 
resulting image each region is shown in a different color. In the 
proposed algorithm only the region with the same texture and 
color than the selection box is colored in pink. The same occurs 
with CETREG. It should be noted that in Fig. 6 (c) and (d) do 
not obtain an accurate region boundary. As for the segmentation 
of the bear, (f) and (g) show an over-segmented final region. As 
the proposed algorithm includes all colors present in the bear 
(gray, black and its shaded versions) the result is more suitable. 
Talking about the last example, (l) gives the worst result for this 
difficult image. The proposed algorithm, includes in the final 
region more pixels than CETREG algorithm getting closer to the 
desired result.  

Table I: Recall and Precision values for the three methods. 

 Proposed 
algorithm CTREG Carson’s 

algorithm 

S mean 0.757 0.695 0.685 

S standard 
deviation 0.161 0.191 0.213 

PPV mean 0.812 0.807 0.629 

PPV standard 
deviation 0.163 0.208 0.307 

Conclusions 
In this paper, a new method for natural color image 

segmentation has been proposed. The approach is perceptually 
adapted because image is represented in CIE L*a*b* color space 
and CIEDE 2000 color distance. Thus, the algorithm identifies 
the K colors of the desired region trough the clustering technique 
K-means adapted to human perception. Once these colors are 
identified, the segmentation procedure based on a K-dimensional 
texture controlled multi-step region growing technique is 
performed. Contrast is introduced to decide whether a region is 
the best or not. Hence, both color and texture information are 
used in order to fulfill the requirements of real color images. The 
method has been validated with 80 natural images and the results 
have been compared to manual segmentations and to the results 
provided by two published algorithms, yielding better values in 
terms of Recall and Precision.  
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