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Abstract
The purpose of physically-based image synthesis is to pre-

dict the natural appearance of a scenario by simulating the dis-
tribution of light using radiometric quantities. A set of spectral
measurements on the film plane of the virtual camera is com-
puted to generate a two-dimensional projection of the scene. To
guarantee photometric and colorimetric consistency, the mea-
sured incident radiance distributions are reproduced exactly on
the display device by reconstructing spectra with the same lumi-
nance and chromaticity. Although a significant number of predic-
tive rendering systems have been presented in the past, there is
still a lack of a comprehensive model incorporating local reflec-
tion, light transport, measurement, and reproduction. Further-
more, despite the fact that some of these frameworks have been
validated in the last decades, trustworthy reproduction of color
and luminance is a challenging field of research. The mathe-
matical model to simulate and reproduce physically-based im-
ages while preserving photometric and colorimetric consistency
is summarized. As a proof of concept, we integrated the model
into a ray tracing system to generate photorealistic images. To
validate our approach, a virtual scene and a real model of a well-
defined box scenario were built and evaluated by photometric
and colorimetric measurements. The scenario included a Gre-
tagMacbeth ColorChecker to allow an accurate verification of
both luminance and chromaticity values. The illumination was
simulated using spectral path tracing and radiometric quantities
for the light source and the materials. The projected image was
reproduced on a colorimetrically characterized LC device. Our
results show that the 1976 CIELAB differences between the mea-
surements of the ColorChecker patches in the real world scene
and on the monitor displaying the reproduction of our simula-
tion are well below the Just Noticeable Difference threshold.

Introduction
Today, considerable research is spent developing algorithms

to approximate global illumination in real-time using modern
GPU techniques. These approaches suit the needs of computer-
generated imagery for films and video games perfectly. But in
the context of product design, decision-makers rely on a trust-
worthy colorimetric and photometric appearance of the synthetic
images. Even in the field of predictive physically-based render-
ing, validating the computed quantities is not yet common prac-
tice. Furthermore, while local reflection models and light trans-
port algorithms are well-studied, measuring the incident radiance
on the virtual image plane and reproducing these spectra on the
display device still require extensive research.

In this work, we summarize a comprehensive mathemat-
ical model to simulate and reproduce truly predictive images.
We have assembled the formulae for local reflection and light
transport, derived a measurement equation capable of predicting
radiometric quantities, and elaborated the reproduction of CIE
XYZ tristimulus values with the same luminance and chromatic-
ity on a characterized display device. To prove physical correct-

ness, the model was integrated into a spectral path tracing sys-
tem providing radiometric consistency for the input values and
the lighting simulation. The post-processing step guarantees a
photometrically and colorimetrically consistent reproduction on
the display. We constructed a well-defined box scene containing
a ColorChecker and modeled an exact virtual representation to
simulate a ground truth image for a specified perspective. This
synthetic image was verified by measuring the patches of the Col-
orChecker on the display device and comparing the results with
the measurements of the patches in the real world setup.

The remainder of the paper is organized as follows: Sec-
tion Related Work reviews the most important publications on
physically-based rendering and validation as well as device char-
acterization. In section Approach, we compile the mathematical
background on local reflection, light transport, measurement, and
reproduction of color on display devices. The validation scenario
and measurement process is outlined in section Evaluation. Sec-
tion Results outlines the important findings of our verification
and section Conclusion summarizes and discusses this paper.

Related Work
Predictive Rendering Recursive Ray Tracing, the first algo-
rithm to accurately simulate reflections, refractions and shadows
was presented by Whitted [36] in 1979. Distributing the ray di-
rections allows the computation of motion blur, depth of field,
soft shadows, and glossy reflections, as proposed by Cook et
al. [5] in 1984. With the introduction of the Rendering Equa-
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Figure 1. Overview of our validation approach. The geometry and radio-

metric measurements of the physical scene serve as input for our spectral

simulation. The generated image is reproduced on a characterized display.

Measurements taken on the display are compared to the measurements

taken in the box. (The photographs are included for illustrative purposes

only.)
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tion and the Path Tracing algorithm by Kajiya [14] in 1986, it
was possible to simulate global illumination including all light
paths and to derive rendering methods from a common math-
ematical foundation. Important advancements include Bidirec-
tional Path Tracing [16] [32], Metropolis Light Transport [32]
and Photon Mapping [11] [12]. A comprehensive textbook on
physically based rendering was presented by Pharr et al. [24] in
2004.

Ward [34] described a physically based rendering system
using a ray tracing method to solve the rendering equation for
complex materials, light sources and geometries by the name of
Radiance in 1994. Addressing the demands of lighting design
and architecture, the system was designed to be physically ac-
curate, general in terms of handling the important lighting phe-
nomena, and practical, i.e. reliable, usable and fast. A number of
principal techniques are introduced to fulfill these goals.

In 1997, Greenberg et al. [10] presented a framework for
realistic image synthesis. The goal was to support the develop-
ment of physically based local reflection models (i.e. BRDFs)
and light transport simulation algorithms as well as perceptually
based visual display methods. They emphasized the importance
of the fidelity of the physical simulation to guarantee predictive
synthetic images. While the first two stages are validated by ra-
diometric measurements, the third involves perceptual compar-
isons. Thus, the authors identified a number of difficulties like
limited dynamic range, spatial resolution and color gamut of the
display as well as the viewer’s position, focus, state of adap-
tion, and the complex relationship between spatial, temporal, and
chromatic attributes of the scene.

Most important for our work, Greenberg et al. [10] validated
the light transport measurements by acquiring two-dimensional
CCD camera images of the real scene. After calibration, they
obtained twelve-bit images at any wavelength using band pass
filters. How these images were compared to either the simulated
radiant energy on the virtual image plane or to the reproduced
display output is not explained further.

Validation The first approach to verify synthetic images was
to visually compare the rendering results with the respective real
world scenario. In 1984, Goral et al. [9] showed the visual sim-
ilarity between a radiosity rendering and a photograph of a cube
with colored surfaces, the so called Cornell Box. Lacking quan-
titative results, this comparison validated the position of color
bleeding effects but not the luminance or chromaticity values.
Another subjective evaluation was carried out by McNamara et
al. [20] in 2000 by performing an observer study with a real box
environment and ten renderings of the setup with varying degree
of quality. The cube was filled with objects colored in different
levels of gray. The results led to the conclusion that some render-
ings offered the same perceptual quality as the real scene in terms
of lightness of the materials. Recently, Meseth et al. [21] showed
that measured bidirectional texture functions are superior to dif-
fuse textures and the model of Phong [25] in a psychophysical
user study.

In 1986, Meyer et al. [22] introduced radiometric measure-
ments in addition to side-by-side comparisons to validate the
lighting simulation and the color reproduction separately. Radio-
metric spot measurements were taken at 25 different locations
in the real environment, consisting of a simple white cube con-
taining an all-white box. These values were compared to the
predicted quantities, calculated with the algorithm of Cohen and
Greenberg [4]. The relative comparison between the real scene
and the computed and reproduced values on a display device

showed that the test persons were unable to distinguish the im-
ages.

Takagi et al. [29] validated their approach to realistic render-
ing by matching luminance and chromaticity spot measurements
in a real car scene to the computed values in 1990. The work fo-
cused on a physically based rendering model, realistic materials,
and a light model incorporating the sun, sky, weather, and time
conditions. According to the authors, the measurements were al-
most equal to the simulated quantities. Furthermore, a number of
approaches using a photometer to validate photorealistic render-
ings were made. Karner et al. [15] measured a grid of luminance
values in a real office scene and compared these to simulated
values from Radiance [34]. The reported root mean square er-
ror amounted to about 10% to 20%. Mardaljevic [18] presented
a comprehensive validation of sky models rendered with Radi-
ance [34] using photocells. Drago and Myszkowski [7] proposed
the atrium at the University of Aizu as a new complex validation
scene for predictive rendering and aquired 84 measurements us-
ing luxmeter probes. Comparing different material models, the
lowest average simulation error of about 10% was obtained us-
ing measured BRDF data and Density Estimation Particle Trac-
ing [33]. Another comprehensive validation study using luxme-
ter sensors was presented by Schregle et al. [28] in 2004. Their
box scene consisted of both diffuse and specular materials. Using
Photon Mapping [12] and Radiance [34], the average deviations
of the simulated values were 2% and 1%, respectively.

Device Characterization A device characterization [2] aims
to infer a transformation between the color space of the output
device (usually device dependent RGB values) and a device inde-
pendent color space (usually CIE XYZ). For our work, only the
so-called inverse transformation, which predicts the device de-
pendent RGB values necessary to reproduce a desired CIE XYZ
tristimulus value, is of importance.

There are many characterization models available (a com-
prehensive overview is given in [31] or [27]). Our work re-
lies on the research centered around the piecewise linear in-
terpolation assuming constant chromaticity coordinates (PLCC)
model [26, 8, 27] as this model is easy to invert analytically and
requires only a few measurements. This model assumes that the
primaries of the display are independent and that the chromatic-
ity coordinates of the output of each channel are constant regard-
less of the digital input value. There are more complex models
available, which account for variations in chromaticity [31, 6].
These models require significantly more measurements and are
not invertible analytically [30]. Furthermore, there are models
[3, 35] which account for channel interdependence (also called
primary crosstalk) as well, but the inverse transformation is quite
involved.

Approach
Physically-based rendering aims at synthesizing and dis-

playing images on an output device to invoke the same color
sensation in the mind of a human observer as the respective real-
world scene. In order to simulate and reproduce images with
the same luminance and chromaticity, a number of subtasks are
obligatory. Therefore, we developed a comprehensive mathemat-
ical model. The first step involves taking a set of spectral mea-
surements from a well-defined perspective on a two-dimensional
film plane of a virtual camera. To accurately compute the spec-
tral radiance distribution incident to the virtual film plane, a mea-
surement equation is needed. As the overall goal is to simulate
the distribution of light in a virtual scene, a concise mathematical
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model to simulate the light transport including local reflections
must be developed. When displaying the simulation, metamers
of the radiance distribution incident on the virtual film plane are
to be reproduced by the output device. Therefore, a display char-
acterization model which accounts for the characteristics of the
output device, is necessary. In the following, the important parts
are described in more detail.

Measurement Equation The measurement equation [23] re-
lates the output signal of an instrument for optical radiation mea-
surement to the incident distribution of spectral radiance at the
receiving aperture. In computer graphics, the sensing device is
idealized to the virtual film of the simulated camera. The spa-
tial and directional variance of the sensor is characterized by the
responsivity function. This function accounts for the contribu-
tion of the measurements to the picture elements of the synthetic
image.

Let M be the union of the surfaces in R3 modeling the
scene geometry and S 2 the set of all possible unit-length vec-
tors ω ∈R3. The radiant flux incident to pth picture element can
be measured by:

Φp(x,ω)=
∫
M

∫
S 2

Wp(x,ω)Li(x,ω) |cosθi|dω dx (1)

The responsivity Wp(x,ω) is the product of the filter func-
tion fp(x) around the pth picture element and a delta function
accounting for the optical path ωx within the receiving aperture
for each individual measurement. Since we are not aiming at a
simulation of a real camera system, we model the virtual film
as a bare plane receiver-detector with uniform isotropic response
and the optical lens system as a lossless, isotropic, iso-refractive-
index medium:

Wp(x,ω) = fp(x)δ (ωx−ω) (2)

Using a normalized box filter function

fp(x) =
{

A−1
p if x ∈ Ap ⊂M
0 else∫

M fp(x)dx = 1

and the properties of the delta function∫
S 2 δ (ωx−ω)g(ω)dω = g(ωx)∫

S 2 δ (ωx−ω)dω = 1

[δ (ωx−ω)] = sr−1

yields

Lp(x,ω) =
1

Ap

∫
Ap

Li(x,ωx) |cosθi|dx (3)

Light Transport Equation In order to compute the incident
radiance Li(x,ωx) on the film, it is convenient to express this
quantity in terms of exitant radiance using the geometrical in-
variance in a passive, lossless, uniform, and isotropic medium:

Li(x,ωx) = Lo(xM (x,ωx),−ωx) (4)

We define xM (x,ωx) as the ray-casting operator [32], returning
the first visible point p ∈M from x in direction ωx.

For physically-based image synthesis, it is adequate to as-
sume incoherent radiation obeying the physical laws of geomet-
rical ray optics. Thus, the light transport equation formulates

the equilibrium radiance distribution mathematically. For a given
point of intersection p and exitant direction ν =−ωx the exitant
radiance is given by:

Lo(p,ν) = Le(p,ν)+
∫
S 2

f (p,ν ,ω)Li(p,ω) |cosθi|dω (5)

The Light Transport Equation is computed by ray tracing
algorithms using Monte-Carlo methods. In photorealistic com-
puter graphics, it is conventional to simulate ground-truth results
by Path Tracing [14]. To decrease noise, typical variance reduc-
tion strategies like splitting and multiple importance sampling
are applied [24]. Eq.5 is the sum of emitted, direct, and indi-
rect illumination. As a part of the scene description, the emitted
radiance Le(p,ν) is directly evaluated as a function of position
and direction. The direct radiance Ld(p,ν) is computed effec-
tively by explicitly sampling the light sources. Introducing the
geometrical term

G(p, p′) = V (p, p′)
|cosθ ||cosθ ′|
||p− p′||2

(6)

where V is a binary visibility function and expressing the hemi-
spherical integral as an integral over all the surfaces of the light
sources in the scene, we write:

Ld(p,ν) =
∫
M

f (p,ν ,ω)Le(p′,−ω)G(p, p′)d p′ (7)

As is customary, indirect radiance Lid(p,ν) is solved by impor-
tance sampling of the BRDF.

Radiometric Data To solve the Light Transport Equation (see
Eq.5) while preserving radiometric consistency, radiometric pa-
rameters for all the light sources and spectral distributed BRDFs
for all materials in the virtual scene are obligatory (how these
values are acquired will be explained in the next section). After
the simulation, the resulting radiance distributions on the virtual
film plane are converted to photometric values by applying the
CIE color-matching functions x̄, ȳ and z̄[37]. It is necessary to
use the same color-matching functions as the physical measure-
ment device for the validation (in our case the CIE Standard 1931
observer functions). The following equation transforms a spec-
tral radiance distribution L(λ ) into the device-independent color
space XYZ:

C =
∫

λ2

λ1

k ·L(λ ) · c̄(λ )dλ (8)

with C ∈ {X ,Y,Z} and c ∈ {x,y,z}. In order to properly convert
between radiometric and photometric units, the constant k is set
to 683 lm

W .

Device Characterization The LC display is characterized by
an inverse piecewise linear interpolation assuming constant
chromaticity coordinates (PLCC) model [27]. This model as-
sumes that the device’s primaries are independent and thus ad-
ditivity is given. It further implies that the chromaticity of the
primaries is constant. While this assumption holds true for most
CRT devices, LC devices usually suffer from a lack thereof [8].
Jimnez del Barco et al. [13] showed that measuring the black
level of LC devices and taking this value into account produces
chromaticity constancy for most LC devices.

The following transformation predicts the device dependent
RGB values (normalized to 1) needed to produce the same color
sensation to a human observer as the desired CIE XYZ value:
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R′

G′

B′

=

XR−X0 XG−X0 XB−X0
YR−Y0 YG−Y0 YB−Y0
ZR−Z0 ZG−Z0 ZB−Z0

−1X−X0
Y −Y0
Z−Z0

 (9)

[
XK YK ZK

]T , K ∈ {R,G,B} denote the CIE XYZ val-
ues measured when the red, green, and blue primaries are set to
their maximum intensity and

[
X0 Y0 Z0

]T when they are set
to their minimum intensity. If the measurement device is not ca-
pable of measuring the black point, methods from [1] can be used
to estimate a reasonable value.

After the linear transformation from CIE XYZ to device-
dependent RGB values by means of the primary transform ma-
trix, a non-linear transformation has to be applied to the RGB
values prior to sending them to the display. A Tone Reproduc-
tion Curve (TRC), corresponding to a power function with the
reciprocal of the display’s gamma value as the exponent, is ap-
plied per channel. We assume that the TRC is the same for each

channel C, C ∈ {R,G,B}: C = C′
1
γ .

Evaluation
To validate the photometric and colorimetric consistency of

both our lighting simulation and color reproduction, we con-
ducted a direct comparison between a real world scene and a
simulation of a virtual representation of the same scene, dis-
played on an LC display (see Fig.1). We constructed a well-
defined real world scenario and modeled an exact virtual repre-
sentation of the geometry. A ground-truth simulation was com-
puted using our spectral path tracing system and radiometrically
measured input parameters for the materials and the light source.
The simulated two-dimensional projection was displayed on the
colorimetrically characterized display device (NEC SpectraView
2690). A luminance and color meter (Konica Minolta CS-100A)
was used to generate a set of spot measurements for comparison.

Scenario The scenario consisted of a cubical box, measuring
0.5m in all three dimensions. The front side was left open for the
observer or measurement device. In the center of the left side,
a square hole with 0.3m edge length was spared for a calibrated

Figure 2. Outline of the measurement setup in the real box. Horizontal

cut through the center of the box. The cube has a size of (500mm)3. The

measurement device M with an acceptance angle of 1◦ is placed 300mm be-

fore and 400mm left of the box in a distance of 1055mm to the ColorChecker

C with a width of 204mm. The square light source L with the dimensions

(300mm)2 is opposite the ColorChecker. The dashed lines show the field of

view of the virtual camera with the same optical center as the measurement

device.

NEC SpectraView 2690 as the light source. On the right, op-
posing the illuminant, a GretagMacbeth ColorChecker chart was
placed. The remainder of the interior of the box was wallpapered
with a diffuse white Canson Mi-Teintes paper.

Measurements and Simulation The spectral distributed radi-
ance of the light source and the spectral distributed reflectance
of the materials were measured with an X-Rite i1-pro spectrora-
diometer. The 0.3m×0.3m area light source was subdivided into
25 tiles. Each tile was measured separately multiple times and
then averaged. The directional distribution was accounted for by
measuring the fall-off for nine different angles in both horizontal
and vertical direction. A light distribution curve was fitted to the
acquired data. An exact virtual representation was modeled of
this box. The light distribution was simulated with path tracing
using our spectral ray tracing framework (see section Approach).

Reproduction The two-dimensional set of spectral measure-
ments on the virtual film plane was reproduced on the display de-
vice using the model described in paragraph Device Characteri-
zation. After a warm-up phase, the display device was calibrated
with an X-Rite i1-pro spectroradiometer. The maximum lumi-
nance value of the display was adjusted so that all luminance val-
ues of the color checker patches were within the dynamic range
of the output device. Therefore no Tone Mapping operator had
to be applied to the output image which could have falsified the
results. The white point of the display was set to its native white
point and the gamma value to 2.2. The columns of the primary
transform matrix (see Eq.9) as well as the black point were mea-
sured several times at the center of the screen. The averages of
the respective measurements were used.

Validation To validate our mathematical model, the path trac-
ing simulation, and the color reproduction, we conducted a num-
ber of measurements using a color meter. Firstly, we measured
the luminance and chromaticity values at the center of each of
the 24 patches of the ColorChecker in the real box scene from
a fixed view point (see Fig. 2). A distance of 1055mm between
the optical center of the measurement device and the center of
the ColorChecker ensured compliance with the focusing distance
while maintaining homogeneous spot measurements.

Secondly, the simulated image of the virtual scene was re-
produced on the display. Again, the color meter was placed
at a distance of 1055mm from the center of the ColorChecker,
displayed on the output device (see Fig. 3). The position and
viewing direction of the virtual camera in the modeled scene
was exactly the same as the position and direction of the mea-
surement device in the real setup. A resolution of 10142 was
chosen for the synthetic image to ensure that the displayed
ColorChecker has the same height of 291mm as the real one:
1014 · 0.287mm(dot pitch) ≈ 291mm. Thus, the projected area
of each of the patches within the acceptance angle of the mea-
surement device was identical for both real world and display
setup. Finally, all measurements were converted to the CIELAB
color space. The differences between the various measurements
were compared by means of the 1976 CIELAB color difference
equation.

Results
First, we will show the evaluation results of the whole pro-

cess chain: from the measurements in the real scene to the simu-
lation and eventually to the reproduction on the display.We com-
pared the CIE XYZ values of the 24 patches of the GretagMac-
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Figure 3. Outline of the measurement setup on the display device. Horizontal cut through the center of the display image. From right to left, the simulation,

the reproduction, and the measurement are visualized. The virtual pinhole camera P of the simulation is defined to have the same position and viewing

direction in the virtual scene as the measurement device in the real scene. A field of view of 15,71◦ and an aspect ratio of 1 : 1 guarantees the full visibility of

the ColorChecker with a total height of 291mm. The idealized lens L ensures the parallelization and the orthogonal incidence of the viewing rays to the virtual

film plane F. The synthetic image is reflected at its center and reproduced on the display device D. An image resolution of 1014×1014 dots guarantees, that

the displayed image has exactly the same size and perspective as the respective out-take of the real scene from the measurement device’s point of view.

beth ColorChecker [19] measured in the box with the measure-
ments of the simulation, reproduced on an LC display. As a dif-
ference measure, we used the 1976 CIELAB color difference for-
mula [37] and the white point of the display as reference white
for all conversions. All 24 CIE XYZ values were within the
gamut of the display device.

Fig.4 shows that 21 out of 24 patches could be reproduced
accurately. The ∆E∗ab differences of these patches lie beneath the
Just Notable Difference of approximately 2.3 [17]. To analyze
the differences in chromaticity between the measured patches
and the simulated and reproduced patches, they are projected
onto the a ∗ b∗ plane. As visualized on the left in Fig.5, the dif-
ferences are minor except for the two strong outliers also identi-
fied in Fig.4. Taking luminance into consideration, it is evident
that our approach was successful in reproducing nearly all mea-
sured samples (again, except for the two strong outliers) with
great accuracy (see right hand side of Fig.5). Comparing the pro-
jection onto the a∗b∗ and the L∗a∗ plane, leeds to the conclusion
that there is no clear tendency whether the small differences be-
tween the measured and the simulated and reproduced samples
are mainly due to differences in chromaticity or luminance.

We will now look at how well the simulation was able to
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Figure 4. Differences in units of ∆E∗ab between the measurements of the

24 color checker patches taken in the box and on the LC device.

reproduce the real conditions in the box in more detail. Fig.6
compares the CIE XYZ values measured in the box with the re-
sult of the simulation. It is apparent that nearly all patches could
be simulated properly. Only two patches (13 and 15) lie well
above the JND, while two patches lie just around the threshold.
Also, it can be concluded from Fig.6 that the model used for the
device characterization was sufficient in reliably reproducing the
values of the simulation. After displaying the final image, with
the exception of one sample (18), all samples below the JND af-
ter the simulation are also below the JND after the reproduction
on the output device. Furthermore, two samples just around the
JND were now below the threshold. This could have been caused
in case the shift in chromaticity and luminance induced by the
output happened to be in the direction of the measured value.

Conclusion
In conclusion, we presented the complete mathematical

model to simulate truly predictive photorealistic images. The
model includes the local reflection model, the light transport for-
mula and a measurement equation, capable of computing accu-
rate radiometric values for the synthetic image. Furthermore,
we showed the necessary calculations to reproduce these spec-
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Figure 6. Differences in units of ∆E∗ab between the measurements of the

24 color checker patches taken in the box and the result of the simulation.
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Figure 5. The measurements of the 24 color checker patches taken in the box (Patch box) and after the lighting simulation and reproduction on the LC

device (Patch display) projected onto the a∗b∗ plane (left) and the L∗a∗ plane (right) in the CIELAB color space.

tral radiance distributions on a characterized display device while
maintaining photometric and colorimetric consistency. The
model was integrated into a spectral path tracing system to verify
the simulation results. We constructed a well-defined box scene
including a GretagMacbeth ColorChecker and a controllable il-
luminant to accurately validate both luminance and chromaticity
values. A crucial point for all photorealistic image synthesis sys-
tems is the need for accurately measured materials, especially if
the simulation is done radiometrically. This is especially true for
the light sources, as the exact spectral radiance distribution and
light distribution curve must be known for the validation. As it
is very difficult to acquire light sources with this information,
we overcame this problem by using a characterized LC device of
which we were able to infer this information from.

Using the measured light source and materials as input val-
ues, we computed a ground-truth path tracing simulation using
spectral quantities in all stages of the algorithm. The computed
spectral radiance incident to the virtual film plane was converted
to CIE XYZ tristimulus values with the same luminance and
chromaticity. Both the simulated and the reproduced quantities
were validated by spot measurements using a color meter. We
measured the center of all 24 ColorChecker patches in the real
box and on the LCD displaying the reproduced synthetic image.
The color difference in CIELAB color space between the dis-
play measurements and the real world measurements were cal-
culated. The results showed that the complete system including
measurements, simulation, and display characterization was able
to compute 21 of the 24 patches of the ColorChecker with an
error below the Just Noticeable Difference threshold.

As far as the device characterization is concerned, the cho-
sen approach has been successful in reproducing the simulated
values. It can be concluded that an inverse piecewise linear in-
terpolation assuming constant chromaticity coordinates (PLCC)
model with black correction was a characterization model which
accounted for most of the significant characteristics of an LC dis-
play device. It enabled us to reproduce the values of the simula-
tion on the LC device with sufficient accuracy to be used for the
measurements in our proposed validation approach.
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