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Abstract
A softproofing system is required to faithfully display color

images. As the user relies on an appropriate calibration of the
system, a method for the evaluation of the quality of the calibra-
tion is required. Such a method has recently been developed and
allows a critical side-by-side comparison between the original
sample and the reproduced monitor image by placing the origi-
nal directly in front of the monitor. An internal light source of the
softproofing system establishes an almost uniform illumination
of the target.

In this paper, we present a method to spatially equalize the
brightness of the monitor with respect to an object placed in front
of the monitor. The automatic calibration procedure requires
minimal user intervention and utilizes a standard RGB camera in
combination with a special calibration target. The results show
that the camera enables an accurate and uncomplicated homog-
enization of the monitor with respect to the object in front of the
monitor.

Introduction
High-end monitors exhibit a homogenized image reproduc-

tion by either factory-provided equalization tables or a user-
driven measurement: The latter asks the user to measure several
positions on the monitor’s surface with a colorimetric or spectral
measurement device. The measured values are stored in the mon-
itor’s internal memory and are applied to the images to achieve
a uniform image representation. We call this monitor equaliza-
tion an “absolute calibration”. However, if a side-by-side com-
parison with objects, which are placed directly adjacent to the
monitor, and their reproduced images is desired, there appear at
least brightness differences between the original and the repro-
duction. This is because the ambient illumination does in most
cases not ensure a homogeneous lighting on the monitor’s sur-
face or on the object. We therefore apply a “relative calibration”,
where the monitor’s brightness is adapted to the illumination on
the monitor’s surface.

In the literature, several papers are found describing a mon-
itor calibration with respect to color, i.e., they describe a mathe-
matical relation between the RGB values of the monitor and XYZ
values to be reproduced [1, 2]. In this paper, the focus is on the
equalization of the brightness of the monitor with respect to the
illumination on the monitor’s surface and not on the colorimetric
calibration. Information on the color calibration is given in [3].

In the following section, we will give some details about
the specific softproofing system used in this contribution. We
then describe our algorithm, which is divided into three parts –
finding a geometric relation between the camera image and the
monitor image, a detection of the calibration mask and the final
calibration process. After the results, we finally conclude the
paper.

Figure 1. The softproofing system with its built-in illumination at the top

side makes a critical side-by-side comparison between objects and their

reproduction on the monitor feasible.

Background and Model
Fig. 1 shows a new kind of softproofing system [4, 3]: Ob-

jects in front of the monitor are illuminated accurately by the
integrated light source of the cabin. The black level of the moni-
tor, i.e., the darkest displayable color, is not increased as a result
of an appropriate design of the cabin and a low reflectance of
the monitor’s surface. The additional illumination allows the ob-
jects to be placed directly beneath the reproduced image. This
makes a direct comparison between the original and the image
reproduced on the monitor possible and allows for very precise
comparisons in contrast to other softproofing systems: Since the
user is not required to change the viewing position as it would be
the case when using a separate cabin for the original, the colors
can be compared directly.

An important condition to make such a comparison mean-
ingful is the spatial equalization of the brightness levels of both
the illuminated original and its reproduced image on the monitor.
For calibration, a calibration target as shown in Fig. 2 is required:
The cut-outs in this target enable to view the original monitor im-
age, whereas the surrounding white template areas represent the
brightness of the illumination at the corresponding positions and
make a direct comparison with the inner areas possible.

Brightness differences between the monitor and the illumi-
nated test target with cut-outs are caused by the following issues:
The monitor may exhibit a non-homogeneous background illu-
mination causing, e.g., darker shades on the borders. Addition-
ally, although the light source in Fig. 1 has been optimized with
a special aperture [3] to produce a homogeneous illumination on
the monitor’s surface, a perfectly constant brightness across the
monitor screen has not been achieved yet.
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Figure 2. The camera aims at the display and is placed approximately at

the same position as a human viewer watching the display.

Fig. 3 shows a detailed view of the calibration mask from
Fig. 2: The cut-outs of the calibration mask let the monitor
image show through. The monitor is assumed to have a con-
stant spectrum E = rR + gG + bB at the area of one cut-out,
where R, G and B are the monitor primaries given in a discretized
form with N spectral sampling values in a column vector. The
scalars r, g and b are the linear monitor values for these three
primaries at the position behind this specific cut-out. Since the
reflectance of the monitor’s surface under the given configura-
tion in Fig. 1 is very low, we do not incorporate the reflection
of the built-in light source at the monitor’s surface for computa-
tion of the color stimulus present at the cut-outs. The spectrum
outside the cut-out is given by ϕ = diag(S)β , where S is the
spectral distribution of the built-in light source and β ∈ RN×1 is
the reflectance factor vector of the calibration mask. The opera-
tion diag() is a diagonalization.

In terms of this mathematical description, our aim is to ad-
just the monitor levels r, g and b in such a way that the color
impression for human viewers is the same for the regions inside
and outside of each specific cut-out area. This is specified with

Txyzϕ = Txyz (rR+gG+bB) , (1)

where Txyz ∈ R3×N is the matrix form of the standard ob-
server [5] with N spectral sampling values. By rewriting Eq. (1),
we get

Txyzϕ = Txyz
(
R G B

)(
r g b

)T

= Trgbxyz
(
r g b

)T = Trgbxyzvrgb , (2)

where Trgbxyz = Txyz
(
R G B

)
and vrgb =

(
r g b

)T . To
achieve a homogeneous brightness between the regions inside
and outside the cut-out area, we have to display the trichromatic
monitor vector

vrgb = T−1
rgbxyzTxyzϕ . (3)

Since the amplitude of the color stimulus ϕ varies over
the surface on the monitor due to illumination inhomogeneities
and since the primaries of the monitor might not be constant in
their amplitude for each position on the monitor, we theoretically
would have to perform the measurement of ϕ at each position on
the calibration mask. Instead, our approach is to calibrate the
system using an RGB camera: We set up an equation similar to

color stimulus
for monitor
E=rR+gG+bB

φ=diag(S) β
(color stimulus
for adjacent area)

calibration
mask

monitor behind
calibration mask

Figure 3. Detailed view of the calibration mask: Our aim is to adjust

the monitor gray levels r,g,b so that TcamE = Tcamϕ holds, i.e., the camera

values are the same for the region inside and outside the cut-outs.

Eq. (1)

Tcamϕ = Tcam
(
r′R+g′G+b′B

)
= Tcamrgbv′rgb , (4)

by using the camera sensitivity matrix Tcam ∈ R3×N instead
of the human observer matrix Txyz, a new combined ma-
trix Tcamrgb ∈R3×3 and a new vector v′rgb for the monitor levels.
We derive a solution for the trichromatic monitor vector

v′rgb = T−1
camrgbTcamϕ . (5)

At this point, v′rgb is computed in such a way that the re-
gions inside and outside the cut-out area match for the camera,
whereas vrgb in Eq. (3) enables a matching for the standard ob-
server. Since the primaries of the monitor and the spectrum of
the external light source do not change, we can derive a relation
between both vectors via

v′rgb = Tadvrgb , (6)

where Tad ∈ R3×3 is a diagonal transformation matrix. Finally,
this allows us to perform the matching of the areas inside and
outside the cut-out areas by using a camera and to convert the
resulting RGB values v′rgb to values which allow a match for
the human observer. The estimation of the matrix Tad can be
realized by performing the adjustment between the areas inside
and outside the cut-out areas for the human viewer (see Eq. (2))
as well as the camera (see Eq. (4)). The matrix Tad can then be
derived from Eq. (6).

By inserting Eq. (3) and Eq. (5) into Eq. (6), we derive

T−1
camrgbTcamϕ = TadT−1

rgbxyzTxyzϕ . (7)

This equation is true for the following three assumptions: First,
the primaries of the monitor R, G and B do not change (al-
though their control values vary). Second, the spectral sensi-
tivity curves of the camera and the color matching function are
constant. Third, the spectral shape of color stimulus ϕ does not
change. A variation of the amplitude of ϕ = αϕ ′ cancels out in
Eq. (7) since α a scalar. However, in practice, there might be
more complicated effects in the human visual system, which are
not modeled by the above equations.

CGIV 2010 Final Program and Proceedings 127



i
Ө

i

i
Ө

i

Figure 4. Calibration procedure as described in the text.

M∀

Figure 5. The binary mask M∀ for the monitor image.

Calibration Procedure

Relation Between Monitor Coordinates and Cam-
era Coordinates

The goal of the calibration procedure is to adapt the gray
levels of the monitor in the cut-out areas (see Fig. 2) to match
their surrounding areas illuminated by the integrated light source
of the softproofing system. To automate the gray level adaption
procedure, a camera is placed at approximately the same position
as a human viewer is normally looking at the display (see Fig. 2).
Since it is infeasible to place the camera in such a way that the
pixels of the monitor are mapped one by one to the pixels of
the camera, a geometric relation has to be computed between the
pixel coordinates (xmon,ymon)T of the image displayed on the
monitor and the coordinates (xcam,ycam)T of the image taken by
the camera (see Fig. 6).

The complete calibration procedure is illustrated in Fig. 4:
The exposure time of the camera is first adjusted to produce no
clipping when the monitor image is set to full brightness. To
compute the position of the monitor in the camera image, the im-
age displayed on the monitor is set sequentially to a black and
to a white level and the camera acquires an image of the moni-
tor each time. Doing so, practically the only differences between
both acquired images is the display area of the monitor switched
from zero to full brightness. The differences of the pixel values
between both images are therefore computed and a threshold op-
eration [6] is applied to the image to retrieve the binary mask

(0,0) xmon

ymon

xcam

y c
a

m

Figure 6. The acquired monitor image as seen by the camera.

shown in Fig. 5.
Since there might be other disturbing objects in the scene

which differ between both acquired images and furthermore, the
image might be compromised by noise, the binary mask has to
be further processed. A morphological opening operation [7] is
therefore applied, which removes single, non-connected points
from the image. After this step, the improved binary mask typ-
ically shows the position of the monitor as a connected region
and perhaps some other, smaller regions corresponding to other
objects in the scene whose gray values have not been constant be-
tween the two acquired images. To distinguish the monitor from
other objects detected by mistake, all regions are analyzed with
respect to their area. Finally, the largest region is assumed to be
the one corresponding to the monitor (see Fig. 6). This region
is termed M∀; if other regions are present in the image, they are
discarded.

The four corners of the region M∀ are then detected in the
image acquired by the camera and are given in camera coordi-
nates (xcam,ycam)T (see Fig. 6). Each corner of this region cor-
responds to one corner of the physical monitor. A mathematical
relation between the coordinates of the corners in both coordinate
systems is given by the following projective transformation(

u v w
)T = M

(
xcam ycam 1

)T (8)

and

xmon =
u
w

, ymon =
v
w

, (9)

where M is a projective transformation matrix [8] of size 3×3.
Each position in the camera image within the monitor region M∀
can now be traced back to the original monitor position.

Detection of Cut-Out Areas and Masking
The cut-out areas in the special calibration target in Fig. 2

are detected in the same manner as described in the previous sec-
tion to find the monitor’s position. The calibration target with the
cut-outs is placed on the monitor’s surface. A black and a white
image are then sequentially displayed on the monitor and a cam-
era image is acquired for each of these. The difference between
both acquired images is computed and shows the position of the
cut-outs. A postprocessing similar to the one described above is
then applied to the difference image to improve the resulting bi-
nary mask. Each cut-out region is labeled with its own index i
(see Fig. 7) and will be described by Mi in the following. Since
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Figure 7. The cut-out areas Mi are numbered for the subsequent calibra-

tion process.

we are only interested in the regions inside the monitor’s area M∀
in the camera image, we exclude areas outside the monitor area
mask M∀ and thus conform to

Mi ⊆M∀ . (10)

An overview over the following calibration procedure is il-
lustrated in Fig. 4: After the detection of the cut-out regions Mi
above, two masks M			

i and M⊕⊕⊕
i are computed for each re-

gion Mi. The mask M			
i is used to select the region inside the

cut-out area for measuring the brightness of the monitor at this
position and M⊕⊕⊕

i is used to measure the surrounding brightness
on the calibration target, which depends on the specific illumina-
tion. The regions

M			
i = Mi			F1 (11)

are utilized to measure the brightness of the monitor in the cut-
out areas of the camera image. They are derived from the original
regions Mi by applying an erosion operation			 with the structur-
ing element F1 – the resulting regions M			

i are therefore smaller.
The erosion is performed to ensure that the measurement of the
brightness is performed inside the area and that border effects at
the edges of the cut-outs are excluded. The average brightness of
one cut-out area M			

i is computed via

m			i =
1
|M			

i |
∑
M			

i

I , (12)

where |M			
i | is the cardinality of M			

i , i.e., the number of el-
ements in the corresponding region and the sum applies to all
elements of the image I, which are addressed by M			

i .
The brightness of the surrounding of a particular region Mi

is selected with

M⊕⊕⊕
i = Mi⊕⊕⊕F2−Mi⊕⊕⊕F1 , (13)

where F2 is a structuring element larger than the structuring el-
ement F1 used in Eq. (11) and the operation ⊕⊕⊕ is a dilation op-
eration. By subtracting both dilated areas Mi⊕⊕⊕F2 and Mi⊕⊕⊕F1
in Eq. (13), a small border around the original cut-out region is
retrieved as shown in Fig. 8. This allows a measurement of the
brightness on the calibration target close to the original cut-out

M⊖
i

M⊕
i

Figure 8. Different masks used for calibration: The mask M			
i is used

to measure the brightness of the monitor inside the cut-out areas and the

mask M⊕⊕⊕
i is used to measure the surrounding brightness.

area, but with a small distance to the border of that area to pre-
vent border effects. Again, the mean pixel value of the area M⊕⊕⊕

i
can be computed via

m⊕⊕⊕i =
1
|M⊕⊕⊕

i |
∑
M⊕⊕⊕

i

I . (14)

Adjustment of Gray Levels
Now the camera values m			i correspond to the brightness

inside the cut-out regions and the values m⊕⊕⊕i represent the sur-
rounding brightness. Our goal is to minimize the absolute value
of the difference

di = m⊕⊕⊕i −m			i , (15)

i.e., to produce a homogeneous camera image, where the cut-out
areas cannot be distinguished from their surrounding test target.
This step corresponds to the box “compare” in Fig. 4. To achieve
the minimization of |di|, the gray levels of the monitor have to be
adjusted at the cut-out positions. Towards this end, the geometric
relation between the monitor coordinates of the cut-out areas and
the camera coordinates is utilized (see Eqs. (8) and (9)): The
regions Mi, which have been detected in the camera image and
which are therefore given in camera coordinates, are transformed
to regions given in monitor coordinates via

Di(xmon,ymon) = Mi(xcam,ycam) . (16)

The regions Di, which are displayed on the monitor (see Fig. 9),
directly correspond to the cut-outs of the calibration target. In
other words: When the regions Di are displayed on the moni-
tor and the target in Fig. 2 is applied to the monitor surface, the
displayed regions shine through the cut-outs of the calibration
target.

In the following, the displayed monitor image is given by Id .
The differences di between the cut-out areas and their surround-
ings computed in Eq. (15) can then be used to update the monitor
image to produce an image. Towards this end, the image data is
updated via

In+1
d (Di) = In

d (Di)+αdn
i , (17)

where α is a step factor which specifies the speed of convergence
(see box “adapt displayed image” in Fig. 4). The variable n is the
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Di

Figure 9. Displayed patches Di on the monitor, which have been derived

from the camera image in Fig. 7 and which correspond to the cut-out ar-

eas Mi.

iteration step number and dn
i is the difference di in the n-th step.

The term Id(Di) accesses the region Di in the image Id . Eq. (17)
increments the image Id in the region Di by the values αdi. When
the differences di are near zero, the adaptation is stopped.

Now an iterative process starts: An actual camera image is
acquired and the average pixel values for the different regions are
computed via Eqs. (12),(14). The differences of the pixel values
between the areas inside and outside the cut-out areas are com-
puted via Eq. (15) and, again, the image is updated via Eq. (17).
The iterative approach allows a monitor calibration regardless of
non-linear brightness relations between camera and monitor.

Results
We use an Apple Cinema Display with 20 inch diagonal and

a resolution of 1680×1050 pixel. The camera aiming at the dis-
play is the Allied Vision Technologies camera “Dolphin” which
features a resolution of 1392×1038 pixel. It is mounted on a
tripod and is approximately positioned as shown in Fig. 2. The
acquisition and image processing is performed with Mathworks
Matlab R©. The homogeneity calibration mask is build with pa-
per showing hardly any fluorescence and is back-glued with an
opaque material. The structuring element F1 in Eq. (11) is a
rectangular 13×13 filter kernel and the structuring element F2
in Eq. (13) is a rectangular 25×25 kernel.

Fig. 10 shows the acquired image of the final calibrated
monitor: The cut-outs can be hardly located by their edges, be-
cause the brightness of the cut-out areas shown on the monitor
perfectly matches the brightness of the corresponding surround-
ing areas illuminated by the external light source. By perform-
ing a color transformation, the obtained calibration can then be
transferred to human viewers as shown in section “Background
and Model”.

The gray levels of the monitor which have been used to pro-
duce the image in Fig. 10 are shown in Fig. 11. A slight increase
from the left to the right side of the monitor can be noticed. The
gray levels shown in Fig. 11 are then used to compute the bright-
ness compensation mask in Fig. 12. This mask is applied to im-
ages before they are displayed on the monitor.

Fig. 13 shows the remaining differences between the camera
values inside and outside the cut-out areas (see Fig. 8). Since the
camera values obtained via Eq. (12) and Eq. (14) are averaged
over an area of a certain size, the values given in the diagram
are not integer values. The remaining differences except for the
large area “1” are all below 2 digits (8 bit) and indicate a suc-
cessful calibration. A limitation of the accuracy is given by the
quantization of the transmission channel between the graphics
card and the monitor, which is only 8 bit.

Figure 10. Acquired image of the calibrated monitor with the calibration

mask applied; the brightness of the monitor cut-out areas perfectly match

with their surrounding brightness values. Therefore, the mask can hardly be

identified.
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Figure 11. Calibrated monitor gray levels at the cut-out areas shown in

Fig. 7; the gray levels increase from the left to the right side.

Figure 12. Brightness compensation mask (scaled) computed from the

data points shown in Fig. 11.
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Figure 13. Calibration error: Remaining difference di between camera

values inside/outside cut-out areas (see Fig. 8).

Conclusions
A calibration method for brightness homogenization of

the monitor with respect to a template in front of the monitor
has been presented. The automatic algorithm only requires a
grayscale or RGB camera and an opaque template mask with
several cut-outs. The cut-outs may exhibit an arbitrary form, the
calibration algorithm automatically adapts to this form. Also,
the alignment of the camera and the monitor is uncritical, since
the proposed method computes a transformation accounting for
misalignments. By applying the algorithm a perfect matching be-
tween the cut-out areas of the monitor and the surrounding areas
can be achieved. Therefore, objects placed in front of the moni-
tor can be compared side-by-side with their reproduction on the
monitor.

In the future, we plan to account for the geometric distor-
tions of the camera image. At this time, we use a lens which
does not exhibit large distortions.
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