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Abstract
Measuring the perceived quality of printed images is impor-

tant to assess the performance of printers and to evaluate technol-

ogy advancements. Image quality metrics have been proposed to

objectively assess the quality of images, and new metrics are pro-

posed continuously. However, since these metrics require digital

inputs, applying these metrics to printed images are not straight-

forward. In order to accomplish this, the printed reproduction

needs to be transformed into a digital copy.

In this paper we propose a framework for applying image

quality metrics to printed images, including the transformation to

a digital format, image registration, and the application of image

quality metrics. The proposed framework introduces less error

and is significantly faster than another state of the art framework.

Finally, the framework is used to evaluate a set of image quality

metrics against subjective data.

Introduction
When we print a digital image we get a physical copy of it,

this copy differs from the digital original. The reproduction can

be subject to a loss of Image Quality (IQ) due to the limitations

of the printing system. One way to assess loss of quality is by us-

ing subjective evaluation. However, subjective evaluation is often

time-consuming, inconvenient, resource demanding, and even ex-

pensive. In addition, human observers are not objective, and their

preference of IQ may change over time. Objective evaluation of

IQ can be used to avoid subjectivity and decrease other drawbacks

of subjective evaluation. Many methods for objective IQ evalua-

tion have been proposed, one of these is commonly referred to as

IQ metrics [1], and their goal is to automatically predict IQ.

Subjective assessment of print quality is rather straightfor-

ward, where a group of observers can be asked about the quality

of the printed image. However, assessment of a printed image by

IQ metrics is not straightforward. The original image is of a dig-

ital format and the printed image is of an analog format, because

of this the printed image must be digitalized before IQ assessment

with IQ metrics. In this paper we discuss the transformation from

a physical reproduction to a digital reproduction with the goal of

proposing a framework for using IQ metrics to evaluate the qual-

ity of color prints.

The paper is organized as follows: first state of the art, then

a framework based on control points is introduced, followed by

application of the framework with IQ metrics, at last we conclude.

State of the Art
A few frameworks have been proposed for using IQ metrics

on printed images. All these frameworks follow the same proce-

dure; as a first step the printed image is scanned, which can be

followed by a descreening procedure to remove halftoning pat-

terns. Then image registration is performed to match the scanned

image with the original. Finally, an IQ metric can be applied.

The first framework was proposed by Zhang et al. [2] in

1997. First, the image is scanned, then three additional scans

are performed, each with a different color filter. This re-

sults in enough information to transform the images correctly to

CIEXYZ. The printed image was scanned with an Agfa Horizon,

and the scanning resolution was set to 1200 dpi. In this article no

information about the image registration was given, nor on the de-

screening procedure. The applied IQ metric was S-CIELAB [3],

and it was applied to color patches.

Another framework was proposed by Yanfang et al. [4] in

2008. Two control points were applied to the image before print-

ing, one point to the upper left corner and one to the upper center,

to help in the registration. The images were scanned with a Kodak

i700 at 300 dpi before registration, where the two control points

were used for matching the printed image with the original (Fig-

ure 1). Descreening was performed by the scanner at 230 lpi. No

information was given regarding the scaling of the image. The

applied IQ metric was S-CIELAB [3].

Recently, Eerola et al. [5] proposed a new framework (Fig-

ure 2), which follows the same steps of the previous frameworks.

The printed reproduction is scanned, then both the original and

the reproduction go through a descreening procedure, which is

performed using a Gaussian low-pass filter. Further, image regis-

tration is carried out, where local features are used with a Scale-

Invariant Feature Transform (SIFT). A RAnd SAmple Consensus

principle (RANSAC) was used to find the best homography. This

is different from the previous framework, since it uses local fea-

tures instead of control points. Scaling was performed using bicu-

bic interpolation, and the scanner resolution was set to 1250 dpi.

LABMSE was the applied IQ metric.
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Figure 2. Framework from Eerola et al. [5], where local features are used rather

than control points.

A Framework Based on Control Points
We modify and propose a framework similar to the frame-

work by Yanfang et al. [4], which performs image registration

based on control points. These control points act as the basis for

the image registration, where the control points are used to per-

form different transformation procedures. As a first step in our
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Figure 1. Framework by Yanfang et al. [4]

framework, the image is padded with a white border and equipped

with four control points prior to printing. These points are black

squares placed just outside the four corners of the image. Then

the image is printed with a given device, such as an ink jet printer.

Further, the image is scanned, and the profile of the scanner is

assigned to the scanned image in order to achieve a correct de-

scription of the colors. The next step in the framework is to find

the coordinates of the center of the control points, in both the

original image and the scanned image. This is done by a sim-

ple automatic routine based on detection of squares. The scanned

image can be affected by several geometric distortions, such as

translation, scaling, and rotation. Because of this, image registra-

tion must be carried out. The coordinates for the control points, in

both images, are used to create a transformation for the registra-

tion. There are several possible transformation types for doing the

registration, which are discussed below. In addition, the interpola-

tion method for scaling also has several possible methods, which

are compared below. After the scanned image has been registered

to match the original, a simple procedure is applied to remove the

white padding and the control points. Finally, an IQ metric can be

used to calculate the quality of the printed image. An overview

of the framework is shown in Figure 3. This framework differs

from the one from Eerola et al. [5], not only in the registration

method, but also in the descreening. In our modified framework

we do not perform any direct descreening, but we leave this to the

IQ metrics in order to avoid a double filtering of the image.

Scanner

The first step for using the framework is to scan the printed

image. There are two different scanner types available; Charge

Coupled Device (CCD) and Contact Image Sensor (CIS). The dis-

advantage with an CIS scanner is the depth-of-view. However,

this is not a problem with prints, since the print is usually laying

flat on the scan surface. CIS scanner also has a significantly lower

gamut and resolution than CCD scanner, but CIS has a stable illu-

mination system. Due to the resolution and gamut issues we have

used a CCD scanner. It is important that the scanner is able to

cover the gamut of the printer.

Scanning Resolution

A central issue while scanning is to have a resolution high

enough to capture the perceived details of the printed image. For

the evaluation of the resolution a Microtek ScanMaker 9800XL

scanner was used. The scanner was calibrated using a Kodak

IT8.7 Target and the profile was created with ProfileMaker 5.0.8.

An image, containing both uniform areas and details, was

prepared with control points just out side the corners. Then it

was printed with an Océ ColorWave 600 wide format printer on

Océ Red Label paper at a resolution of 150 pixels per inch. The

printed image was then scanned with the following resolutions:

72, 100, 150, 300, and 600 dpi without any automatic corrections.

The scanned image was used as input to the framework, where the

errors were investigated using MSE and ∆E∗
ab. From the results

in Table 1 we see that the values fluctuate, and does not give any

indication of the resolution needed. Since the printed image will

be different from the original, just finding the lowest objective

value is not appropriate, because of this further investigation is

needed.

Resolution (dpi) MSE ∆E∗
ab

72 7.5 14.5

100 6.5 12.5

150 5.7 12.1

300 5.9 12.9

600 6.1 14.6

Table 1. Scanning resolution test. MSE is in the 104.

The next step after the objective evaluation of the scanning

resolution is subjective evaluation. Visual inspection of the im-

ages reveals a higher detail level in the 600 dpi scans, than at

lower resolutions. However, at a normal viewing distance these

details are not apparent in the printed image.

We have also downsampled the images scanned at different

resolutions to match the original at 150 dpi, and visually com-

pared the results over the different resolutions. We have com-

pared 150 dpi and higher, because it does not make sense to look

at lower resolutions since these must be upsampled. The visual

inspection shows that 300 dpi and higher is smoother than 150

dpi, and that the halftoning pattern has been blurred out, due to

the interpolation. This indicates that the downsampling procedure

acts as a descreening. However, pixel-wise IQ metrics that does

not take into account the Human Visual System (HVS) should be

used with caution. In addition, it has been found that IQ metrics

simulating the HVS are better than IQ metrics without simulation

of the HVS [6].

The scanner resolution is also dependent on the visual an-

gle the prints are evaluated and on the IQ metrics. In addition to

our findings, Lim and Mani [7] state that a resolution of 600 dpi

should be sufficient to capture the details of a printed image.

Image registration

When the image has been scanned it needs to be registered to

match the original image, and there are several issues to consider

in the registration process. First the transformation type, then the

interpolation method.

Transformation Type

The transformation type to be used with the framework must

use the same or fewer number of control points added to the im-

age. In order to find the most appropriate transformation, we have

tested five different transformation types:

• Nonreflective similarity uses two pair of control points, and

is suitable when the image is distorted by some combination

of translation, rotation, and scaling.

[ u v ] = [x y 1]T, (1)
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Figure 3. Overview of the proposed framework for using IQ metrics with printed images.

where x and y are the dimensions to be transformed, T is a

3-by-2 matrix defined as
 sc −ss

ss sc

tx ty




,

where

sc = s∗ cos(theta)
and

ss = s∗ sin(theta).
s is the scale factor and theta the rotation angle, tx and ty

indicate the translation. u and v are the transformed dimen-

sions.

• Similarity is resembling the previous, but uses reflection in

addition. In this case T is defined as
 sc −a×−ss

ss a× sc

tx ty




,

if a = −1 reflection is included.

• Affine uses three pairs of control points, and is useful when

the image exhibit shearing.

[ u v ] = [x y 1]T, (2)

where T is a 3-by-2 matrix where all six elements can be

different, and at least three control-point pairs are needed to

solve for the six unknown coefficients.

• Projective uses four pair of control points, and is commonly

used when the images appears tilted.

[ up
wp

vp
wp w ] = [x y w]T, (3)

where T is a 3-by-3, where all nine elements can be differ-

ent, and t least four control-point pairs are needed to solve

for the nine unknown coefficients.

• Piecewise linear uses four pair of control points, and is used

when parts of the image appear distorted differently. This

transformation method applies affine transformations sepa-

rately to triangular regions of the image [8].

Theoretically correction of translation, rotation, and scaling

are needed to register a scanned image. However, we wanted to

test other transformation methods, such as to account for shearing

and local distortions, which might occur in scanners as well. In

order to find the most appropriate transformation type several tests

have been performed, which are discussed below.

Interpolation Method

The interpolation method used for scaling the images are im-

portant, there are three main methods for doing this:

• bicubic interpolation,

• bilinear interpolation,

• nearest-neighbor interpolation.

The first method considers a 4×4 neighborhood, and accounts for

the distance to the unknown pixel in the calculation. The second

method considers a 2×2 neighborhood, and it takes the weighted

average of these four pixels to arrive at its final interpolated value.

The latter method simply selects the value of the nearest point,

and does not consider the values of other neighboring points. To

find the most appropriate interpolation method, i.e. the method

introducing the least error, several tests have been carried out.

Otherwise standard parameters from Matlab were used, including

anti-aliasing, which reduces artifacts in the downsampling proce-

dure [9].

Evaluation of Different Transformation Types and Inter-
polation Methods

The five different transformation types and three different in-

terpolation types, resulting in 15 combinations, should be evalu-

ated the find the one with the lowest error. These combinations are

applied to three different digital test images, as shown in Figure

4. Before applying these combinations, the digital image going

to be registered, has been rotated and resized so that the most rel-

evant problems during the scanning procedure is faced. In this

process no scanning has been carried, only a ”simulation” of the

issues encountered from the scanning. Finally, the results have

been compared with the original image in order to calculate the

error introduced in the process.

(a) Image 1 (b) Image 2 (c) Image 3

Figure 4. Images used for evaluating different transformation types and interpolation

methods.

The test images are selected to have a good combination of

what would be expected for printed images. The first image (Fig-

ure 4(a)) is a typical scenery, the second image (Figure 4(b)) is

an image with a fairly uniform background, and the third image

(Figure 4(c)) is an image with fine details. Insisting on the unifor-

mity and non-uniformity of the background is because edges have

a great influence on the errors when comparing the original and

the registered image.

Figures 5 and 6 show the Mean Square Error (MSE) between

the original image and the registered image after applying the

combinations of different transformation and interpolation types

for Figure 4(a) and Figure 4(c). Results for Figure 4(b) are similar

to the results for Figure 4(a), and is therefore not shown. It should

be kept in mind that the MSE values in the figures are normalized

with the highest value for the combinations. The results are also

similar for the computed absolute difference values between the

original and registered images.

As it can be seen, using a ”similarity” transformation and a

”bilinear” interpolation has the lowest MSE value. Inspection of

the difference between the original image and the registered im-

age show that the errors using this combination of transformation
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Figure 5. MSE between the original and registered image calculated for Figure 4(a).

Values are normalized by the highest value.
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Figure 6. MSE between the original and registered image calculated for Figure 4(c).

Values are normalized by the highest value.

and interpolation occur on the edges. In addition to our results,

research carried out by Acharya and Tsai [10] indicates that bilin-

ear interpolation has the least error when reducing the size of an

image, supporting our findings.

Comparison Against Another Framework

The most important aspect to consider when selecting a

framework for color prints is that the errors introduced are as

small as possible. From the state of the art two different types

of frameworks can be found, those who use local interest points,

such as the one proposed by Eerola et al. [5], and those who use

control points, such as the framework by Yanfang et al. [4] and

the modified framework presented above. Both have disadvan-

tages and advantages, for the local features no extra control points

needs to be added in the process, but local interest points will not

work well for uniform or near-uniform surfaces, since no points

can be found in these areas. Using control points can be a dis-

advantage, since these need to be added prior to printing. How-

ever, uniform images can be correctly registered, including color

patches. We compare these two different types of IQ frameworks,

the one proposed by Eerola et al. and the modified version of the

framework introduced above.

We use the images in Figure 4 to compare the frameworks.

For the proposed modified framework we use bilinear interpo-

lation and similarity as transformation, for the framework by

Eerola et al. we use the same settings as in their paper. The best

framework should have the least difference between the origi-

nal image and the registered image. The results for the images

are shown in Figure 7, and we can clearly see that the proposed

framework based on control points introduces less error than the

framework by Eerola et al. based on local features. The biggest

difference is found in the image with uniform areas, which is a

problem for frameworks based on local features since no regis-

trations points can be found. In images with a lot of details the

difference in error is almost insignificant, but the proposed frame-

work performs slightly better (Image 3 in Figure 7).
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Figure 7. Error of the proposed framework using control points compared to the error

from the framework from Eerola et al. [5] using local features. Errors are normalized

by the highest value for both MSE and absolute difference.

Another important aspect for using the framework is the

computational time, because of this we also investigated the time

for the frameworks to register the three images used in the evalu-

ation above. The computational time for the proposed framework

is stable over the three images since it does not depend on the

content of the image. The other framework, which is based on

local features, has varying computational time since the content

of the image affects the number of registration points. Compar-

ing the time used by the two different framework, the proposed

framework is more than 20 times faster than the framework by

Eerola et al.. The time differences come mainly from the number

of registration points. Furthermore, the complexity of a frame-

work based on local features is higher than that of a framework

based on control points.

Based on the results shown here, we will use the proposed

modified framework based on control points to evaluate IQ of

color prints.

Application of the Image Quality Framework

We have used the framework explained above to evaluate a

set of IQ metrics on images from a color work flow.

Experimental Setup

15 images were obtained from Cardin [11] (Figure 8). These

were processed with two different source profiles, the sRGB

v2 perceptual transform and the sRGB v4 perceptual transform.

These were further processed with four different softwares for ob-

taining the destination profile:

• Basic rendering (black point compensation and hue preserv-

ing minimum ∆E∗
ab).

• LOGO colorful from ProfileMaker Pro.

• LOGO Chroma plus from ProfileMaker Pro.

• Onyx from Onyx Mediacreator.

78 ©2010 Society for Imaging Science and Technology
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Figure 8. Images in the experiment.

For each image this results in eight different reproductions,

as seen in Figure 9. These images were printed, with the Océ

ColorWave 600 wide format CMYK printer on Océ Red Label

paper, at a resolution of 150 pixels per inch and at a size resulting

in a printed reproduction at approximately 8 by 10 inches.

Figure 9. Overview of the work flows used in the experiment. The image is either

processed using the sRGB v2 or sRGB v4. Furthermore, each of these is used as

input to one of the four rendering methods. This finally results in eight different printed

reproduction of the same image.

The printed images were evaluated by 30 observers in a cat-

egory judgment experiment with three categories. The three cate-

gories where described as:

1. the most pleasant,

2. neither more nor less pleasant, and

3. less pleasant.

The observers were presented with a reference image on an EIZO

ColorEdge CG221 display at a color temperature of 6500 Kelvins

and luminance level of 80 cd/m2, following the specifications of

the sRGB. The image set was rendered for a sRGB display, and

therefore a monitor capable of displaying the sRGB gamut was

the most adapted reproduction device for this set of images. The

printed images were presented randomly in a controlled viewing

room at a color temperature of 5200 Kelvins, an illuminance level

of 450 ±75 lux and a color rendering index of 96. The observers

viewed the reference image and the printed image simultaneously

from a distance of approximately 60 cm. The experiment was set

up to follow the CIE guidelines [12] as closely as possible. More

details on the experiment can be found in Cardin [11] or Bonnier

et al. [13].

The 15 images printed with the eight different work flows

were scanned with a Microtek ScanMaker 9800XL at 600dpi

without any automatic corrections. The scanner was character-

ized using a Kodak IT8.7 target, since a printed test target was

not available, and the profile was build using ProfileMaker 5.0.8.

Analysis of the scans showed that the scanner exhibit a slight

shearing, which occurs due to mechanical issues. Because of this

a transformation which takes into account shearing must be ap-

plied. In scanners without shearing a simpler transformation types

just incorporating translation, rotation, and scaling can be used.

The difference between affine (correcting for shearing) and simi-

larity (not correcting for shearing) is small, and does not affect the

results significantly. In this experiment we adapt affine transfor-

mations as the transformation method and bilinear interpolation

as the interpolation method.

Results
30 observers participated in the experiment, where they

judged the images on a three step scale. The answers from the

observers where processed with the Colour Engeneering Toolbox

[14] to obtain z-scores. The results are shown in Figure 10. Onyx

V4 has the highest z-score, but cannot be differentiated from Onyx

V2. It is worth noticing the small difference between the highest

and lowest z-score. This indicates a low visual difference between

the different work flows, and that the task were difficult for the ob-

servers. We will focus on the objective evaluation of IQ, but an in

depth analysis of the subjective evaluation can be found in Cardin

[11].

AB V2 AB V4 Onyx V2 Onyx V4 Cful V2 Cful V4 CPlus V2 CPlus V4
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Figure 10. Z-scores based on 30 observers for 15 images. Solid horizontal lines

indicate categories.

Image Quality Metrics

A set of IQ metrics were applied to evaluate the IQ of the

printed images. Since no direct descreening is applied in the reg-

istration process IQ metrics not incorporating aspects of the HVS

are inappropriate. We have selected IQ metrics both for overall

IQ and for suitable quality attributes [15, 16]. For overall IQ the

following metrics were used:
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• Spatial CIELAB (S-CIELAB) [3] is often used as a refer-

ence metric, and has wide acceptance.

• S-CIELABJohnson [17] is an improved version of the original

S-CIELAB, in terms of the spatial filtering.

Since a color work flow was evaluated IQ metrics for assessing the

color quality attribute is also relevant, and therefore the following

metrics were used as well:

• Spatial-DEE (S-DEE) [18] extends the S-CIELABJohnson

with a more refined color difference calculation.

• Spatial Hue Angle MEtric (SHAME) [19] combines two

state of the art metrics (the hue angle measure [20] and

S-CIELABJohnson). We have included both SHAME-I and

SHAME-II, which differ in terms of the spatial filtering.

• Adaptive Bilateral Filter (ABF) [21] uses bilateral filtering

to simulate the HVS, before the color difference is calcu-

lated using ∆E∗
ab.

Further, IQ metrics taking into account structural information

might be suitable, since these are potentially good at detecting

artifacts.

• Structural SIMilarity (SSIM) [22], since this is commonly

used and has received great publicity since it was proposed

in 2004. This metric works on a local neighborhood, and is

therefore considered as appropriate for our use.

• Cao et al. [23] proposed a metric designed to detect artifacts,

which is based on the difference of saliency. This metric

should be suitable since the dataset from Cardin reported to

have different artifacts, such as loss of details and contour-

ing [13]. The percentage of pixels with artifacts has been

used as a measure of quality for this metric.

Evaluation of performance is done by calculating the cor-

relation coefficient between the subjective score and the objec-

tive score. Three different kind of correlation are computed; the

Pearson product-moment correlation coefficient, the Spearman’s

rank correlation coefficient, and the Kendall tau rank correlation

coefficient [24]. The first assumes that the variables are ordi-

nal, and finds the linear relationship between variables. The sec-

ond, Spearman, is a non-parametric measure of correlation that

uses the ranks as basis instead of the actual values. It describes

the relationship between variables without making any assump-

tions about the frequency distribution of the variables. The third,

Kendall, is a non-parametric test used to measure the degree of

correspondence between two rankings, and assessing the signifi-

cance of this.

Two types of evaluation is carried out, first the overall perfor-

mance of the metrics over the entire image set, and then evaluation

of the metrics for each of the 15 different images.

Overall Evaluation

We compare the overall score from the observers to the over-

all score by the metrics in order to evaluate the overall perfor-

mance of the metrics. The most common method for this is by

computing the Pearson correlation for all scores. The results from

this show that all metrics have a very low Pearson correlation,

approximately around zero. This indicates that the IQ metrics

cannot predict perceived IQ. In addition, both the Spearman and

Metric Correlation

S-CIELAB 0.34

S-CIELABJohnson 0.14

S-DEE -0.27

SHAME-I -0.29

SHAME-II 0.19

ABF -0.09

SSIM 0.18

Cao et al. -0.60
Table 2. Overall performance of the metrics using the method proposed by Pedersen

and Hardeberg [25].

Kendall correlation coefficents are similar to the Pearson correla-

tion.

The low correlation is because of scale differences between

the images, and because of this problem a new method for evalua-

tion of overall performance of metrics was proposed by Pedersen

and Hardeberg [25]. In this method the scores for the metric are

used to simulate an observer using the rank-order method, and re-

sults in a z-score plot as from the experiment (Figure 10). The

results from the metric should be similar to the results from the

observers if the metric exhibit a good performance.

Figure 11 shows the results for the S-CIELAB IQ metric

with this method. A visual inspection between the results from

the metric and the observers show differences, which is evidence

that the metric does not predict perceived overall IQ. The Pearson

correlation between these are only 0.34, indicating a low corre-

lation. The other also have a low correlation, as seen in Table 2.
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Figure 11. S-CIELAB Z-score calculated with the method proposed by Pedersen

and Hardeberg [25].

The small visual quality differences between the images con-

tribute to making this a difficult task for IQ metrics. For this ex-

periment the IQ metrics cannot predict perceived overall IQ.

Image-wise Evaluation
We have also analyzed the performance of the IQ metrics for

each image, since previous research by Hardeberg et al. [26] has

shown that some IQ metrics can be linked with certain character-

istics of the image. Image-wise evaluation will reveal what causes

the low overall performance of the metrics. Figure 12 shows the

Pearson correlation for the different IQ metrics for the 15 differ-

ent images. We can notice a great variance in the results for the

different images, and also some variance between the IQ metrics.

The Spearman and Kendall correlation follow the same tendency

as the Pearson correlation.
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Figure 12 shows that metrics such as S-CIELAB, S-

CIELABJohnson, SHAME-I, SHAME-II, and ABF perform sim-

ilar in many of the images. In images 5, 7, 8, 11, and 12 they have

a good correlation. S-DEE differs a bit from the previous metrics,

most likely since it is based on another color difference formula.

SSIM is different from the other metrics in terms of performance,

and it has generally low correlation, except in images 8, 11, and

12. It should noted that SSIM is a gray scale metric, and does

not take into color information, which can explain why it is worse

than the other metrics. The metric by Cao et al. performs oppo-

site of the other metrics, this is not surprising, since it is based

on artifact detection. We can see a very high correlation in image

3, where the observers mostly judged the images based on detail

visibility.

In the images where there is a large difference from the orig-

inal, but the difference is increasing the quality, the IQ metrics do

not perform well. In the second image some of the reproductions

have lost shadow details, but they have a small difference from the

original. In this image observers preferred reproductions where

details were preserved at the cost of larger color differences. This

is also the reason why the metric from Cao et al. is very similar

to the observers. The problem of when a difference contributes to

increasing IQ is a difficult issue to handle for the IQ metrics, and

the IQ metrics are still not good enough to predict this. However,

in the images where a small difference from the original is pre-

ferred, such as image 5, 7, 8, 11, and 12, the IQ metrics perform

reasonably well. In these cases IQ metrics working solely on the

difference from the original are giving good results. This indi-

cates that the metrics could be chosen based on the characteristics

of the image.

Conclusion
We have proposed a simple framework for using IQ metrics

on printed images. It is a modified version of one of the proposed

frameworks in the literature. The modified framework, which is

based on control points, has lower complexity and is faster than

a state of the art framework, which is based on local features.

The experimental results also show that the proposed framework

produces fewer errors to the registered image.

We have used the modified framework to evaluate a selec-

tion of IQ metrics on a set of images from different color work

flows. Results indicate that the IQ metrics cannot predict per-

ceived overall IQ, however, the results seem to be both metric and

image dependent.
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