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Abstract

In this paper, we propose an approach based on a hidden
Markov model (HMM) which accounts for the structure of a
spectrum for unsupervised image segmentation. We compute
feature sequences representing spectra for training and testing
the HMM. In our study, each HMM models one class of a spec-
tral color image. The algorithm computes the model parameters
and the discrimination information between the HMMs. The
experiments show that the proposed approach gives promising
results.

Introduction

Partitioning the image into constituent components is an
important research field awakening increasing interest. Regard-
less of the many automatic learning-based techniques proposed
in the literature, segmentation remains a difficult task particu-
larly for spectral color images where each pixel is presented in
a multidimensional space. On the other hand, the use of spectral
images is very attractive in comparison with conventional color
approaches. In the case of spectral images the image regions
can be accurately segmented because more spectral bands are
available.

While there are many studies devoted to image segmen-
tation based on k-means clustering, Mean Shift, Expectation-
Maximization and spectral graph theory [2], [4], [5], [17], learn-
ing in sophisticated models requires the use of graphical models
like Bayesian networks and Markov random fields (MRF) [6],
[7]. In the context of MRF, the image is considered as a noisy
observation where the segmentation has to be implemented. Al-
though an extension of this approach to spectral data exists [12],
the Markov random fields generally involve analyzing the spa-
tial organization of the data. Another advanced technique, the
hidden Markov model (HMM), represents the structure of statis-
tics offering the possibility to learn from complex data [3], [8],
[11], [13], [18]. However, the studies presented in [11], [13] and
[18] consider only color information and do not incorporate the
structural information presented in spectral colors. A 3-D hid-
den Markov model proposed in [9] was tested only for image
segmentation of synthetic volume image models.

In this paper, we construct an HMM-based system incorpo-
rating the structure of a spectrum for unsupervised image seg-
mentation. We assume that this spectrum consists of straight-
line segments. Thus, it is determined by the sequence of struc-
tural line segments or the feature vector sequence. We relate the
HMM state to each line segment. We adopt the approach pro-
posed in [3], where each class is modeled by one HMM which
is first created and then trained. The approach presented in [3]
works with spatial information (textures features) extracted by
using Law’s masks. The probability density of the feature vector
is a multivariate Gaussian distribution. The segmental k-means
algorithm is used for training. In this study, spectral information
is utilized. Since we have discrete observation symbols we as-
sume a multinomial (discrete) distribution for observations. The
Baum-Welch algorithm is used for training. The algorithm de-
fines the number of HMMs and computes the model parameters
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and the discrimination information between the HMMs. The
conducted experiments confirm the feasibility of the method.

Methodology
Preprocessing and Feature Extraction

The preprocessing stage includes scaling on the spectra,
which reduces variations in the spectra. We use scaling to obtain
the spectral values in the range [0, 1]. However, for spectra
corresponding to a white (gray and black as well) color scaling
is not usually feasible. Therefore, we first recognize a white
(gray, black) color by converting the spectrum into the RGB
color space and comparing a color vector with a reference white
vector. If a dot product between those two unit norm vectors is
greater than the threshold, then the given spectrum represents a
white color. Otherwise, we implement scaling on the data.

To utilize a sequential analysis in spectral data we have
to introduce the past and the future into the spectral domain.
The past relates to the short wavelength subrange. The future
corresponds to the long wavelength subrange. To define the
spectrum structure we propose to divide the spectral range into
several equal intervals where line segments approximate spec-
trum. The smooth character of spectra of natural objects sug-
gests this choice [14], [10]. The reflectance spectra of natu-
ral objects have a dimensionality estimated at between four and
seven [1]. This requires the 15 or more channels for spectral
measurements. Since linear approximation of spectra is more
accurate than stepwise one the number of linear segments used
in our study is eight or nine. Each interval represents one ob-
servation. The line segment then fits spectrum samples in each
interval. The first eigenvector (unit norm) of eigendecomposi-
tion is utilized for computing the line segment.

For example, we predefine the eight reference vectors rep-
resenting all possible variations in the spectrum change using
the circle diagram shown in Fig. 1. Fig. 1 shows the spec-
trum of the blue color presented by the 80 samples. To make an
appropriate change of spectra for eigendecomposition we scale
the wavelength coordinate to provide the sample values within
the interval in the range [0, 10/80]. Each line segment (the first
eigenvector) found during spectral analysis is mapped into the
circle diagram. The line segment considered as an input vector
is then associated with one of the reference vectors. To do this
we classify the input vectors using the subspace method. The
corresponding algorithm computes the dot products between the
input vector and each reference vector. The algorithm then se-
lects the largest value among all products and finds the reference
vector index. Fig. 1 shows the enumeration order for the refer-
ence vectors (HMM states) from 1 to 8. Thus, the spectral code
represents an observation (feature) sequence of eight numbers,
each with the values from one to eight.

Hidden Markov Model

The HMM is a Markov chain where the state sequence is
hidden and can only be observed through the observation se-
quence. The HMM is typically characterized and defined by the
following: state transition probabilities A = {a;;}, a probability
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density B = {b;(o;)} of observation o, given state g; = j, initial
state probabilities [T = {7;}, the number of states N and the ob-
servation sequence O = {o;},t = 1,2,...,T. Given the number
of states N and the number of observations 7', the parameters
A, B and II represent the model A, A = (A,B,II). We use the
HMM with a discrete density of observations.

Training
Our purpose is to adjust the model parameters to maximize
the likelihood of the density function as follows:
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where summing is obtained over all possible state sequences g.
The Baum-Welch algorithm estimates the parameters in Eq.1.
For a given training set the algorithm guarantees a monotonic
increase of the likelihood function.

Classification

We use one HMM for each class of spectral colors. We as-
sume that there are M classes and M hidden Markov models A,,,
m=1,2,...,M. For classification purposes we use the Viterbi
algorithm, which classifies the observation sequence

m* = argmrgxP(OMm), ?2)

where m* is a class to which the observation sequence O be-
longs.

Discrimination Information
The discrimination information (DI) (symmetry measure)
between two HMMs A; and 4; [3], [15] is computed as follows:
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where O] = {0 0’ _} is a k" observation sequence

generated either by model /l or Aj , and N is the number of
observation sequences.

System Diagram

The flow chart of the proposed segmentation method is
shown in Fig. 2. First, we extract the feature sequences of each
spectrum in the image. We then compute the probabilities that
the input observation (feature sequence) belongs to each class
defined by the HMM, and then select the most probable model
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Figure 1. The scaled spectrum and corresponding eight reference vec-
tors (on the top). The eight reference vectors placed in a circle diagram.
The thick line shows the recognized reference vector. The observation se-
quence is 44561834. In our approach the reference vector orientation is
important while the reference vector direction is not.
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(class) using a selection scheme. Finally, we use the postpro-
cessing stage to reduce the classification noise by using median
filtering for the labeled image.

HMM

A 1 + Class 1
Probability

computation

POIL )

Observation
sequence O N HMM Segmented
Spectral 2+ Class 2 image

color Pre—
Post—
processing

image | processing Probability Select
— > and : ;
feature computation maximum
m*= argmax(P(Ol A )
m

extraction

HMM
A +ClassM

Probability
computation POIL )
M

Figure 2. The system diagram of the proposed method including prepro-
cessing, feature extraction, HMMs, class selection, and postprocessing.

Feature extraction involves computing the line segments in
the spectrum. Thus, each feature vector codes spectral structural
information. We then use the approach presented in [3], based
on two-stage segmentation (coarse and fine) using the merging
technique. While the coarse segmentation is region-based, the
fine segmentation is pixel-based. For coarse segmentation we
divide the entire image area into a number of non-overlapped
equal-sized square regions. One HMM learns from each region.
To provide the coarse segmentation, we merge the HMMs repre-
senting the same class if the DI between the models is less than
a threshold. Consequently, we reduce the number of HMM:s to
approximate the number of HMMs relevant for image segmen-
tation and adjust the model parameters. The threshold value is
experimentally defined. For fine segmentation the observation
sequence of each spectral pixel is tested against all HMMs de-
fined from the coarse segmentation stage. This procedure labels
all pixels and provides the segmentation of the image.

Experiments

We conducted experiments with eight spectral images pens
(100 x 141 x 81, 380 : 5 : 780), cherry (113 x 176 x 81, 380 :
5:780), sungirl (95 x 150 x 81, 380 : 5 : 780), cars (256 X
160 x 81, 380 : 5 : 780), bra (131 x 141 x 81, 380 : 5 : 780),
fruits (160 x 120 x 81, 380 : 5 : 780), flowerY (300 x 250 x 44,
420 :7:721) and flowerR (300 x 250 x 44, 420 : 7 : 721). The
numbers in parentheses are the image size: width, height and
spectral dimension, and the wavelength range: minimum, inter-
val and maximum. We remove one dimension for the images
with a spectral dimension of 81 (eight linear segments) and ex-
trapolate one dimension for images with a spectral dimension of
44 (nine linear segments). The test images were acquired using
different spectral cameras, at different time, places and illumi-
nation conditions. Fig. 4 shows color reproduction of the test
images.

We use the parameters given in Table 1, where the ID
threshold denotes a threshold for elements of Dy(4;,4;), the W
threshold denotes one at the preprocessing stage, the row obser-
vations shows the number of observations and the region size
defines a size of a square region. Fig. 3 illustrates coarse seg-
mentation, fine segmentation and postprocessing. In Fig. 3b the
black color regions have ambiguous meanings. In the postpro-
cessing stage we compute the median filtering values for the
segmented image with gray-level labels and then relate each
gray level to a corresponding color.

Fig. 5 shows segmentation results by the proposed method.
Though the results are varied for the proposed approach at each
launching of the algorithm, in general the results are similar.
The results indicate that the proposed method generates rele-
vant spectral color labels in most cases. The regions in HMM
segmentation are coherent. Although the object edges are cor-
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rupted, the results for the HMM are rather good. The HMM-
based approach automatically selects the number of classes.
Scaling the spectra at the preprocessing stage reduces color vari-
ations inside color objects while the recognition of white, gray,
and black colors removes the shadow variations for the back-
ground. In addition, Fig. 5 shows the results and indicates from
that the foreground objects are segmented relatively well and
presented in the relevant colors. The background has less ap-
propriate color due to the low contrast and less colorfulness.
After postprocessing some of the images are still noisy.

Table 1:Adjustable parameters for the test images

Images pens cherry | sungirl | cars

Number of states | 8 8 8 8

Observations 8 8 8 8

Region size 11 11 11 11

ID threshold 3 1 2 5

W threshold 0.9995 | 0.995 0.9992 | 0.9992

Median filter size | 5x5 5x5 5x5 5%x5

Images bra fruits flowerY| flowerR

Number of states | 8 8 8 8

Observations 8 8 9 9 Figure 4. RGB color reproduction of test images (from left-top to right-
Block size 11 11 11 16 bottom): sungirl, cherry, pens, cars, fruits, bra, flowerY and flowerR.
ID threshold 6 1.1 1 0.35

W threshold 0.994 0.9995 | 0.995 0.9995

Median filter size | 5x5 5x5 7x7 5%x5

The Rand index is then used for quantitative compar-
ing segmentations by the proposed algorithm and hand-labeled
ground-truth segmentations [16], [19]. The Rand index counts
the pairs of pixels that have compatible label relationships in
two segmented images. The Rand index is 1 if two partitions
agree perfectly. Therefore a higher value of the Rand index is
desirable. Fig. 6 shows a set of manually segmented images.
Table 2 shows the Rand index for the test images. One can see
that the results vary for different images. The image bra has the
best value and segmentation of the image cherry is not so good.

Finally, we note that the Baum-Welch algorithm used for
training is time consuming. This makes it difficult to find cor-
rect parameters for segmentation. In addition, the Baum-Welch
algorithm may get stuck at local maximum. In our future work
we will consider more efficient approaches for noise removal
and training.

Figure 5. Segmentation results by the proposed method.

Figure 3. Segmentation result using the proposed method for the image
fruits. a) RGB color reproduction of the original spectral color image. b)
Coarse segmentation. c) Fine segmentation. d) Postprocessing. Figure 6. Manual segmentations of test images.
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Table 2: Rand index

Images Rand index
pens 0.77
cherry 0.71
sungirl 0.82
cars 0.84
bra 0.92
fruits 0.87
flowerY 0.74
flowerR 0.82
Conclusions

We proposed the unsupervised segmentation approach for
spectral color images. The approach involves learning with
HMMs and pixel-based recognition in spectral images. Given
the threshold for the DI, the approach automatically finds the
number of classes. The regions segmented by the proposed ap-
proach are coherent and have relevant spectral color labels. The
drawback is that the algorithm is time consuming. We demon-
strated the effectiveness of the proposed method by conducting
experiments on eight spectral color images.
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