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Abstract
In this paper, we propose a compact color invariant image

descriptor which characterizes both the color distribution and
the spatial interactions between the pixels in the image. Our ap-
proach is based on the analysis of the pixel rank measures which
are their ranks when they are sorted according to their color
component levels within a color image. Indeed, we show in this
paper that the correlation between the rank measures of neighbor
pixels in a color image is an efficient feature to describe the con-
tent of this image. This descriptor, extracted from the chromatic
co-occurrences matrices, has the advantages to be invariant to il-
lumination changes, low-time consuming, highly discriminating
and compact. The proposed rank correlation coefficient is used
by our object recognition scheme whose effectiveness is assessed
with a public database that contains images of objects acquired
under different illuminations.

Introduction
Object recognition problem can be stated in terms of finding

among all the target images of a database these which contain the
same object as that represented by the query image. In this pa-
per, we specifically address the problem of recognizing objects
by analyzing their colors in digital images acquired under dif-
ferent lighting conditions. For this purpose, we consider images
that contain one single object (see figure 1). The parameters of
the camera are not modified between the different acquisitions of
the images of the same object lit by different illuminations. The
object can be translated or rotated in a plane perpendicular to the
optical axis of the camera.

Figure 1. 9 objects of the ALOI database

(http://staff.science.uva.nl/∼aloi/).

The color of a pixel is not only a measure of the reflectance
properties of the elementary surface of the object projected onto

this pixel. It is also a function of both the camera and the illumi-
nation. Therefore, the object recognition based on color analysis
may fail when the images are acquired under different illumina-
tion conditions.

That’s why the illumination-invariant image retrieval sys-
tems propose to characterize the color images by invariant in-
dexes which are as less sensitive as possible to illumination
changes [1, 7, 10, 5, 2]. The determination of these invariant
indexes is based on illumination change models which describe
the variations of colors caused by any illumination change. The
problem is that in order to reduce the complexity of the compu-
tation, the classical approaches try to model these variations by
linear transformations. Consequently, they use very restrictive
assumptions about the camera and the illumination and lead to
poor recognition results [4, 6]. Recently, Finlayson has proposed
a non-linear illumination change model based on the pixel rank
measures [3]. Thanks to the non-linearity of this model, the ex-
perimental results of this approach are better than those of the
previous classical ones [3, 14].

In this paper, we exploit these rank measures, presented
in the second section, in order to propose an original illumina-
tion invariant index for color images. This index is extracted
from the co-occurrences matrices of the image, introduced in
the third section, and characterizes the correlation between the
ranks measures of neighbor pixels. The fourth section presents
the Kendall’s coefficient which is used to measure the rank cor-
relation. Since it represents both the color distribution and the
spatial interactions between the pixels in the image, the proposed
index is highly discriminating. Its effectiveness is assessed with
a public database in the fifth section.

Rank measures
A color image I can be separated into three color component

images Ik, k ∈ {R,G,B}, where each pixel P is characterized by
one color component level ck(P). Within each color component
image, the pixels are sorted in the increasing order of their lev-
els and are associated to a rank, so that the rank is close to 0 for
the first ordered pixels, and equal to 1 for the last ordered pixels.
Finlayson [3] introduces the rank Rk[I](l) of the color compo-
nent level l which is the rank of the pixels characterized by this
level within the color component image Ik and is expressed as :

Rk[I](l) =
Card{P ∈ I/ck(P) ≤ l}

Card{P ∈ I} . (1)

Note that this rank can be interpreted as the normalized cu-
mulative histogram of the image.

Finlayson assumes that the ranks of the levels within a color
component image are not modified by illumination changes [3].
Thus, he proposes to characterize each pixel P by its three ranks
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Rk[I](ck(P)), k∈ {R,G,B}, and to compute for each image I, the
histogram H [I] of ranks. Each of its cells H [I](RR,RG,RB)
contains the number of pixels whose ranks are equal to RR,
RG and RB in the color component images IR, IG and IB, re-
spectively. Then, Finlayson proposes to compare two images by
means of the intersection between their histograms of ranks. He
shows that this normalization is equivalent to three 1D-histogram
equalizations.

However, the histogram does not take into account the spa-
tial interactions between the colors in the image. That’s why we
rather propose to use the chromatic co-occurrences matrices.

Chromatic co-occurrences matrices
A chromatic co-occurrences matrix is a generalization of

the grey-level co-occurrences matrix proposed by Haralick [11]

to color texture analysis [15]. Let us denote Mk,k′
d [I] the chro-

matic co-occurrences matrix which characterizes the spatial in-
teraction in the color image I between two color components k
and k′, k,k′ = R,G,B, according to the distance d. The chromatic
co-occurrences matrix can be considered as an array of cells in-

dexed by color component levels. The cell Mk,k′
d [I](u,u′) indi-

cates the number of times that, in the image I, a pixel P′ whose
level ck′(P′) is equal to u′, is located at the distance d from a pixel
P whose level ck(P) is equal to u. Given a distance d, a color im-
age I is characterized by 6 chromatic co-occurrences matrices:
MR,R

d [I], MG,G
d [I], MB,B

d [I], MR,G
d [I], MR,B

d [I] and MG,B
d [I]. Ac-

cording to the considered image size, the distance d is fixed by
the expert. In order to be more discriminating, it can be interest-
ing to use several distances d. Thus, if we consider nd different
distances di, i = 1, ...,nd , each image is characterized by 6xnd
co-occurrences matrices. For example, we will show in the last
section, that the values nd = 3 with d1 = 1, d2 = 20 and d3 = 40
lead to good object recognition rates.

In order to measure the spatial interactions between the rank
measures of the pixels in an image, we propose to extract the
Kendall’s rank correlation from each of the 6xnd co-occurrences
matrices of the images.

Kendall’s rank correlation coefficients
Kendall’s rank correlation [12] provides a measure of the

strength of dependence between two variables by checking the
correlation between the rank measures of these variables.

In our case, the variables are the color component levels
of the pixels. As illustration, let analyze the rank correlation
between the red and green components of the npix pixels Pi,
i = 1, ...,npix, of a color image. For this purpose, we have to
consider each pixel pair {Pi,Pj}, i �= j. If the red and green
levels of the two pixels Pi and Pj are sorted in the same order,
i.e. if cR(Pi) < cR(Pj) and cG(Pi) < cG(Pj) or if cR(Pi) > cR(Pj)
and cG(Pi) > cG(Pj), the pair {Pi,Pj} is called concordant. Oth-
erwise, if these pixels are so that cR(Pi) < cR(Pj) and cG(Pi) >
cG(Pj) or so that cR(Pi) > cR(Pj) and cG(Pi) < cG(Pj), the pair is
called discordant. By analyzing all the pixel pairs among the npix
pixels, we evaluate the measure S as the difference between the
number of concordant pairs and the number of discordant pairs.
In order to obtain the Kendall’s rank correlation coefficient τ , we
have to normalize S by the total number of pixel pairs npix(npix−1)

2
so that:

τ =
2S

npix(npix −1)
. (2)

The main advantage of this measure is that it can be directly
evaluated from the red-green histogram of the image. Indeed, in

the red-green histogram, the red and the green levels are sorted in
the increasing order. Thus, on figure 2, we see that each cell ci of
the red-green histogram can be associated with two cell content
sums DISCi (number of discordant pairs) and CONCi (number
of concordant pairs) so that the contribution of a cell Ci to the
measure S is Si = CONCi −DISCi. For each cell Ci of the 2D-
histogram, the sum Si can be iteratively evaluated and the value
of S is deduced from the sums Si with S = ∑i Si. This process is
very fast.

R
G
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i

DISC
i

CONC
i

Figure 2. Evaluation of the measure S =∑i Si = ∑i(CONCi−DISCi) from a

red-green histogram.

However, this correlation measure represents only the mean
rank correlation between the red and the green levels of a pixel
without taking into account the spatial interaction between the
pixels in the image. In order to compensate this drawback, we
rather propose to measure the mean rank correlation between the
red level of a pixel and the green levels of the pixels which are
located at a distance d from this pixel. Using exactly the same
approach as this presented on figure 2, this rank correlation can
be easily and fast extracted from the red-green co-occurrences
matrix computed for a distance d.

Thus, in order to measure the spatial interactions between
the rank measures of the pixels in an image, we propose to extract
the Kendall rank correlation coefficient from each of the 6xnd
co-occurrences matrices of the images. Thus, a color image is
characterized by 6xnd rank correlation measures. Let notice that
the memory space filled by the proposed index does not depend
on the size of the co-occurrences matrices, i.e. it does not depend
on the color quantization step.

In order to compare the contents of two different images, we
propose to evaluate the Euclidean distance between the vectors
constituted by the rank correlation coefficients.

The next section presents the recognition rates obtained by
this approach in the context of object recognition across illumi-
nation changes.

Experimental results
In this section, the Amsterdam Library of Object Im-

ages (ALOI) database [9] is used for testing. The Amsterdam
database contains 12 sets of 1000 color images and is available
at http://staff.science.uva.nl/∼aloi/. Each set contains images of
one object on a uniform background under one of the 12 different
illuminants having color temperatures between 2175 K to 3075
K (see figure 3). For the tests, we use the 2 extreme sets of color
temperature 2175 K and 3075 K. The 1000 images of the first set
are used as the query images and the 1000 images of the second
set are used as the target images.
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Figure 3. 4 objects of the ALOI database under illuminants having color

temperatures of 2175 K (first row) and 3075 K (second row).

For searching, each of the 1000 objects of the query set is
compared with the 1000 objects of the target set. The 1000 target
images are ordered with respect to the similarity measures be-
tween their invariant color indexes and the invariant color index
of the considered query image. When the first ordered target im-
age represents the same object as the query image, the research
result is considered as perfect.

First, we propose to use one distance (i.e. nd = 1) whose
value d1 ranges from 1 to 70. The images size is 384x288. Ta-
ble 1 indicates the percentages of successful object recognition
provided by the Kendall’s coefficients with each of the distance
from 1 to 70. The color component levels are quantized on 8
bits for these tests, i.e. the used co-occurrences matrices contain
256x256 cells. The index of each image is a vector constituted
by the 6 Kendall’s τ .

Distance d1 Recognition rate

1 60.1

10 69.4

20 69.5

30 72.4

40 69.8

50 69.2

60 70.1

70 65.3
Table 1 : Object recognition rates obtained by the Kendall’s

coefficients for different values of distance d1 when nd = 1.

Results obtained on the 1000 objects of the ALOI database.

Table 1 shows two things. First, the results provided by
the Kendall’s coefficients are very promising. Indeed, whereas
the index of each image is only constituted by 6 real values, the
recognition rates of 1000 different objects is around 70%. Sec-
ond, we notice that the rates remain stable whatever the choice
for the distace d1.

In order to increase the discriminating power, we propose
now to simultaneously use three distances (i.e. nd = 3). We
have tested a lot of combinations of distances {d1,d2,d3}, di ∈
[1;70] and we have noticed that the choice for the values of d1,
d2 and d3 is not crucial. Indeed, since the recognition rates are
coarsely stable across variations of the distance d1 when nd = 1
(see table 1), we propose to choose distances d1, d2 and d3 such
as they are well spread in the range [1;70], i.e. such as their
values are not too close from each other. For example, in table 2,
we present the results provided with nd = 3 and d1 = 1, d2 = 20

and d3 = 40. The results provided with with nd = 1, d1 = 1,
nd = 1, d1 = 20 and nd = 1, d1 = 40 are also presented in order
to evaluate the impact of the quantization process on these values.

Index M = 16 M = 64 M = 256 Memory

space

Histograms of

ranks

89.1 83.2 63.1 MxMxM

real

values

Greyworld

histograms

73.0 62.2 31.1 MxMxM

real

values

Kendall’s τ of

6 co-occ. mat.

(nd = 1,

d1 = 1)

38.3 56.8 60.1 6 real

values

Kendall’s τ of

6 co-occ. mat.

(nd = 1,

d1 = 20)

51.3 68.4 69.5 6 real

values

Kendall’s τ of

6 co-occ. mat.

(nd = 1,

d1 = 40)

52.5 69.0 69.8 6 real

values

Kendall’s τ of

18 co-occ.

mat. (nd = 3,

d1 = 1,

d2 = 20,

d3 = 40)

82.3 93.8 93.7 18 real

values

Table 2 : Object recognition results obtained by different in-

variant indexes with the ALOI database. The column "Mem-

ory space" indicates the memory space filled by each index

in number of real values.

In order to assess the efficiency of our approach, we pro-
pose to compare its recognition rates with those of classical ap-
proaches. Since the greyworld normalization has been shown to
provide the best results among 12 invariant methods [4] and since
the histograms of ranks provide better results than the greyworld
histograms [3], we compare our results with those obtained by
these two approaches.

Columns 2, 3 and 4 of table 2 indicate the percentages of
successful object recognition according to different values of
M, the number of levels used to quantize each color compo-
nent. Thus, the histogram of ranks and the greyworld histogram
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contain MxMxM cells while the co-occurrences matrix contains
MxM cells. However, the memory space filled by the Kendall’s
coefficients extracted from these co-occurrences matrices does
not depend on M. The column 5 presents the memory space filled
by the indexes.

Table 2 shows that the Kendall’s rank correlation coef-
ficients extracted from co-occurrences matrices provide good
recognition results while being very compact. Indeed, when we
simultaneously consider three distances (nd = 3), the Kendall’s
index is constituted by 18 real values and leads to 93.8% as
recognition rate which is the best result of table 2. This recogni-
tion rate is higher than those provided by the histograms of ranks
or by the greyworld histograms whereas these indexes require
much more memory space (MxMxM real values).

We notice that the recognition results obtained by the his-
tograms of ranks or by the greyworld histograms decrease when
M increases. This can be explained by the fact that these his-
tograms are only coarsely invariant to illumination changes and,
consequently, they have to be coarsely quantized so that differ-
ent features appear as identical. However a coarse quantiza-
tion decreases the discriminating power of these indexes and a
trade-off has to be found between invariance and discriminating
power. Considering the Kendall’s index, we notice that there is
no trade-off to find because when M increases, the recognition
rates also increase. Furthermore, since the memory space filled
by the Kendall’s index does not depend on the value of M, we
recommend to set M to the highest available value (i.e. M = 256
for 3x8-bit color images).

In order to assess the advantages provided by compact de-
scriptors such as the Kendall’s index, it is useful to remain the ap-
proach of object recognition systems or image retrieval systems.
Indeed, these systems are commonly based on three steps: i) the
first step is processed off-line and consists in extracting indexes
from the target images and in saving them in memory. Then dur-
ing the on-line part, ii) indexes are extracted from the query im-
age proposed by a user and iii) compared with each previously
saved target index. Thus, the advantage of using compact de-
scriptors is twofold. First, little memory space is required to save
all the target indexes and second, the computational complex-
ity of the matching step is low [8, 13]. Consequently, the time-
processing required to evaluate an index is much less important
than the time-processing required to compare two indexes. And
the comparison time is proportional to the size of the memory
space filled by the indexes.

Conclusion
This paper proposes a compact color descriptor designed

for object recognition across illumination changes. It is based
on the analysis of the spatial distribution of the rank measures
of the pixels. Since these rank measures have been shown to
be coarsely insensitive to illumination variations, this index is
invariant to illumination changes. Furthermore, we show that
the spatial distribution of the rank measures of the pixels can be
summarized by few real values which represent the correlation
between the rank measures of neighbor pixels. The used cor-
relation measure, which is proposed by Kendall, is specifically
designed for rank measures.

The advantages of this Kendall’s correlation measure are
fourfold. First, since it is based on the rank measures of the
pixels, it is invariant to illumination changes. Second, since it
characterizes both the distribution of the color components of
the pixels and their spatial interaction in the image, it is highly
discriminating. Third, this measure can be fast computed from

the co-occurrences matrices of the image and the comparison of
two indexes is very fast. Fourth, we have shown that 18 real val-
ues are almost sufficient to discriminate 1000 objects and provide
better results than classical invariant indexes which require much
more memory space.

Future works will consist in using a corrected version of the
Kendall correlation coefficient which allows to take into account
the metamerism, i.e. the fact that some elementary surfaces can
appear identical under one illuminant and different under another
illuminant. This could be done by accounting the tied pixels for a
considered level, which is not the case with the presented version
of the Kendall correlation coefficient.
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