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Abstract
In our previous paper, we have developed a projector-Based

color matching system for print industry. In this system, a color
of print can be matched to the desired color to minimize the color
difference between print and projected images. However, in this
color matching, it is necessary to observe and measure the pro-
jector image under the dark room. In this paper, we proposed
a new color correction method for projector image under dim
illumination based on the CIECAM02. As well known, in the
dim room, the color gamut of reproduced image becomes nar-
row compared with the gamut in the darkroom. M.Ashdown
et al. proposed a method to compress the color gamut in the
CIEL*u*v* color space. However, the chromatic adaptation ac-
cording to the change of white point of the illumination is not
considered in this method. Therefore we introduce CIECAM02
for color matching under the dim viewing condition. Chromatic
and achromatic channels in CIECAM02 space are calculated
from an input image and the chromatic channels are compressed
to match the possible projection range of output under the illu-
mination. The images obtained by conventional and proposed
algorithms are evaluated by the psychophysical experiment used
memory matching. As a result, it was shown that the proposed
method can improve the color appearance under dim illumina-
tion.

Introduction
In the manufacturing industry, computer aided design sys-

tem have been widely used to simulate appearance of a product
at low cost. However, it is not easy to match the appearance
between a real object and a simulated object on the conventional
display such as CRT and LCD due to the difference of perceptual
mechanism (visual mode) in observing the color (Fig.1). Ob-
servers perceive real object color as reflection. The conventional
display’s color is self-luminescence.

Yamamoto et al. have proposed a method for real-time con-
trol of appearance on an object using a projector [1]. In the
projection-based display systems, the color of projection is nat-
ural because observers can perceive reflected colors that are the
same as a real object.

Different luminance Similar luminance
informationinformation

Figure 1. Difference of visual modes

The practical problems of the system is that the projection
image is un-saturated in a dim illuminated room. Because the
available color gamut is narrowed in color of projected image by
illumination. For overcoming the problem, M. Ashdown et al.
proposed a method to compress color gamut in the CIEL*u*v*
color space for minimization of color difference[2]. However,
this method does not consider two problems. One problem is
the chromatic adaptation which accompany with the change of
the white point of the illumination. The another problem is the
lost details in dark regions which is caused from excluding local
luminance.

In this paper, we propose the method that uses CIECAM02
[3] and enhances the detail by adaptation degree to over-
come the problems of chromatic adaptation and the lost details.
CIECAM02 is usually used for color appearance matching be-
tween hardcopy and CRT. Enhancement of low contrast region
is calculated by the adaptation luminance LA and the adapta-
tion degree D that varies locally in the image(Fig.2). We use
CIECAM02 and locally adaptation luminance for compensating
the color of projected image under dim illumination(Fig.3).

Figure 2. Degree of adaptation computed using LA and surround[3]

Figure 3. Color Compensation under dim illumination
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Figure 4. Flowchart of Compensation

The proposed algorithm
In our color correction algorithm based on the CIECAM02,

it is necessary to know the tri-stimulus values XYZ of input data
without illumination. Therefore, it is necessary to have projec-
tor’s response function that the relationship between projector’s
input RGB and output XYZ. Reflected XYZ illuminated by pro-
jector on the white paper can be measured. We used the PCA-
Spline model for projector calibration, since this model is effec-
tive for three primary colors type of display [1]. The compen-
sation algorithm is composed of sixth steps as shown in Figs.3,
4.

1) For calculating the appearance of an original image in a dark
room, at first, original RGB image is transformed to XYZ
image based on the projector’s response function and the cal-
ibration data.

2) Converting XYZ image to Jab color space in CIECAM02.
CIECAM02 requires white point as input data. The white
point for calculating Jab is projected white.

3) The Jab is separated into achromatic (J) and chromatic (ab)
channels.

4) Chromatic channels are transformed to match the possible
projection range (a’b’) under dim illumination for minimiza-
tion of color difference(Fig.5)[2].The range can be precom-
puted by measuring the dim illuminated condition.

5) Achromatic channels are transformed to match the possible
projection range (J’) under dim illumination for enhancement
of low contrast region. The detail information can be precom-
puted by brightness image divided by birateral filtered image
as local adaptation luminance in CAT02 transformed RGB
space.

6) In the inverse transformation, the compensated RGB image
(RGBcompensate) is calculated from changed achromatic (J’)
and chromatic (a’b’) channels (J’a’b’ = Jabcompensate). The
white point in inverse transformation is white of projector +
illumination, and the RGBcompensate image is the final output
under dim illumination.

Gamut compression
Gamut compression is to match the possible projection

range under dim illumination with preserving the distribu-
tion(Fig.5). The possible projection range is in by the poly-
gon Y-R-M-B-C-G chromatic channels computed by Equation
1-3. With the gray world assamption, white point was projection
white, and luminance for adaptation degree was 20 % of White
point luminance under dim illumination in this research.
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Figure 5. Compression of chromatic channels
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Detail Enhancement
Detail enhancement is composed of the two steps. First,

average of pixel surround and pixel value in CAT02 is required
for detail image:

RGBdetail =
RGBCAT02

RGBlocal,CAT02
(4)

Average of pixel surround as local image Ylocal is computed by
bilateral filter[7]:

Ylocal(x) = (G∗Y )(x) (5)

G(x) = k−1 exp
− 1
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δ (φ , f) = δ (φ − f) = ‖φ − f‖ (8)

As bilateral filter is edge preserved low-pass filter, processed im-
age is prevented from artifact such as halo. Edge information is
recognized:

g(x) =

{
1− δ (x)

σs
δ (x) ≤ σs = 37

0 otherwise
(9)

σs is 37 in Image quality map of the Statistical Image Evalua-
tion by Jobson(Fig.6)[6]. σr is 17 by gaussian approximation of
Eq.9. σd is 18 in 151 pixel of window size by field of view in 10
degrees. Finally, original image and detail image are adaptively-
weighted in CAT02:

J′ =
[[

D×Yw ×RGBdetail +(1−D)×RGBCAT 02

+RGBIllumination,CAT02

]

CAT02−1

]

XYZtoJ
(10)

Yw = Ylocal +Yillumination (11)

lightness

sufficient

contrast

(insufficient

lightness

sufficient

contrast

insufficient

lightness

insufficient

contrast

sufficient

6000=I

Standard deviation

I
Image

mean

lightness

sufficient

contrast

(insufficient

lightness

sufficient

contrast

insufficient

lightness

insufficient

contrast

sufficient

6000=I

Standard deviation

I
Image

mean

Figure 6. Image quality map[5]

(a)Original image under no illumination (b)Original image under illumination

(c)Compensated image by proposed method (d)Compensated image by conventional method

Figure 7. Output under experimentation environment (Image2)
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Psychophysical Experiment
The psychophysical experiment was preformed using the

memory matching technique to evaluate the images produced
by different algorithms. Figure 8 shows the experimental setup.
The observer was instructed to remember the appearance of the
projection image under no illumination. Then the observer has
at least 1 minute for adapting dim illumination (10cd/m2). Af-
ter that, images compensated by conventional [2] and proposed
method are presented one by one. The observers evaluated each
image and the rating scale is from 1 to 5 as shown in Fig.9. Fif-
teen observers evaluated 3 images shown in Fig.10.
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Figure 8. Experimental setup
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Figure 9. Rating scale for experiment of image accuracy
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Figure 10. Thumbnails of experimental images
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Figure 11. Preference scores by scene

Results and Discussion
Figure 11 shows the experimental results. In Image 1,

2 and 3, the rating value of proposed method (compensation
in CIECAM02 space) were 3.33, 3.07, 4.13 and the average
was 3.5, and that of conventional method (compensation in
CIEL*u*v* space) were 2.8, 3.47, 3.07 and the average was 3.1
respectively. In the overall results, the proposed method is bet-
ter than conventional method. In the both methods, the chro-
matic channels are optimized in each color space. In inverse
transform, our proposed method uses the white point for the ob-
servers’ adaptation. Additionally, the achromatic channel is con-
sidered as the local detail information. The observer rating value
of proposed method is higher than conventional method except
Image 1. As the compensation degree is different locally, high
frequency component in the images is changed. Image 2, 3 has
more high frequency component than the spatial periodically-
patterned image as Image 1. Due to this, Image 1 is more unnat-
urally affected than others. Therefore, in Image 2 and 3, our pro-
posed method achieved more improvement of appearance than
the conventional method.

Conclusions
We proposed color correction method of projection display

that based on the CIECAM02 with local luminance. From the
experimental results, our proposed method improves the color
appearance under dim illuminated condition as compared with
conventional method. As the future work, we are planning to
develop the color correction algorithm under non uniform illu-
mination and which is dependent on the image content. In addi-
tion, we’ll reexamine the psychophysical evaluation method for
projected images.
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