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Abstract
The objective of this work is to predict the deviations be-

tween spectral measurements obtained by different devices for
halftone prints. To describe the physics, the transport theory is
considered, and to accurately solve the governing equations for
arbitrary phase functions, a stochastic Monte Carlo method is
employed. Recently, a stencil approach was developed, which al-
lows to speed up such Monte Carlo algorithms significantly with-
out compromising their accuracy. However, even with the stencil
method the computational cost of well resolved simulations be-
comes exorbitant, if large halftone patches with huge numbers of
individual dots are considered. To overcome this problem, a new
multi-scale algorithm is devised. For large samples with statisti-
cally homogeneous dot patterns, it allows an additional increase
of the efficiency without affecting the accuracy. In our studies we
compare measurements of print patches captured with a hand-
held eye one device and a microscopic spectrophotometer. Vary-
ing illumination and capturing geometries throughout different
measuring devices pose a challenge to accurately predict the
measurement differences with numerical models. These geome-
tries were determined and implemented as boundary conditions
of the simulated domains. Evaluations are presented that demon-
strate reasonable agreement between the computed and the ex-
perimental data for ten halftone samples with ergodic, isotropic
halftone patterns of different ink coverage.

Introduction
Using different color measuring devices and comparing

the readouts of the instruments poses a common challenge in
graphic arts industry. It is quite common to obtain spectral devi-
ations between the instruments with a magnitude of about 10%.
This value is even exceeded in our particular case of interest,
where we aim at comparing the readouts obtained from a micro-
spectrophotometer with the values of a hand-held macroscopic
device such as an eye oneTM(i1) or others (Fig. 1). In this pa-
per we propose a method for transforming spectral microscopic
observations into spectral predictions of common macroscopic
measurements. In spectral calculations, the prediction problem
for perfectly diffuse (isotropic, lambertian) reflectors reduces to
the easy case of considering the various radiation geometries
within both instruments and to account for their deviations by
using an adjusting geometric factor [9]. However, the prevalent
materials in graphic arts are apart from being perfectly diffusing,
a fact which explains the difficulties in comparing the readouts
obtained. We tackle this challenge by accounting for the sig-
nificant geometric parameters of both measurement setups (see
Fig. 2) and by using an enhanced numerical simulation approach
that allows for the departure of the radiation’s angular distribu-
tion from the lambertian case.

The model used for the simulations is based on the transport
theory [1]. Similar to classical Monte Carlo methods [2], com-

putational particles are transported through the domain. In order
to improve the computational efficiency, a previously developed
stencil approach [3] is employed. Efficiency and accuracy of this
stencil method were demonstrated in previous works [4].

For the scenarios considered here, this stencil approach is
extended for paper substrates with magenta ink patterns and in
order to deal with halftone samples containing large numbers of
dots, a multi-scale method was devised. For the class of prob-
lems considered here, this general statistical modeling approach
introduces no additional assumptions or simplifications. We con-
sidered ten patches of different ink coverage, for which the nu-
merical results are compared with measurements of both devices,
the hand-held i1 and the microscope.

Computational Approach
As already mentioned, the transport theory [1] is considered

for the description of light propagation, scattering and absorp-
tion. The basic governing equation reads

dI(xxx,sss)
ds

=−γt I(xxx,sss) +
γs

4π

∫
4π

p(sss, s̃ss)I(xxx, s̃ss)dω̃ (1)

with γt = γs + γa and describes the change of the radiance I(xxx,sss)
along the propagation direction sss. The first term on the right-
hand side describes losses for that direction due to absorption and
scattering, where γa and γs are absorption and scattering coeffi-
cients, respectively. The light scattered from all other directions
s̃ss to direction sss is accounted for by the last term, where p(sss, s̃ss) is
the phase function with∫

4π

p(sss, s̃ss)dω̃ ≡ 1. (2)

Note that the radiance is a function of xxx and sss and can be in-
terpreted as a mass density function, i.e. as the product of the
probability density function f (sss;xxx) and the radiant energy flu-
ence rate

Ψ(xxx) =
∫

4π

I(xxx,sss)dω. (3)

In Monte Carlo methods [2], this mass density function is
represented as a cloud of many computational particles, each
having a position x̂xx and a propagation direction ŝss. Consistent
evolution of a particle is achieved by determining first a ran-
dom variable, which quantifies the time ∆ts till the next scatter-
ing event. It is exponentially distributed and its mean value is
τs = 1/(cγs) with the speed of light c. The new particle posi-
tion then becomes x̂xx + cŝss∆ts and the new propagation direction
after the scattering event is calculated based on a second random
number with a distribution consistent with the phase function.
Moreover, the mass of the particle, which represents its associ-
ated energy êp, decreases by the amount ∆êp = (1− e−cγa∆ts)êp.
Especially for substrate thicknesses d� 1/γs, such Monte Carlo
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Figure 1. Spectral comparison between microscope and i1 measurements.

Figure 2. Sketch of the illumination and sensor geometries used by the

measuring devices.

methods become expensive since many time steps are required
for a particle to pass through the substrate. This was the motiva-
tion for a recently developed stencil method [3, 4], which is as
accurate as the stochastic Monte Carlo approach, but proved to
be much more efficient in cases with d� 1/γs, if relatively large
homogeneous regions can be identified within the substrate.

Stencil Method
The stencil method can be applied within homogeneous

patches, where synchronous time stepping for the particle evolu-
tion is employed. Each time step of size ∆t, the joint statistics of
the particle dislocations ∆x̂xx = x̂xx(t +∆t)− x̂xx(t) and the new prop-
agation directions ŝss(t + ∆t) is obtained from transformed table
entries. The tables store the results of small Monte Carlo simu-
lations lasting for the duration ∆t. For these a-priory simulations
the scattering coefficients and the phase functions of the corre-
sponding patches are employed, and a large number of particles

is launched with the initial propagation direction ŝss′init = (1,0,0)T

at the origin of a Cartesian reference system x′1-x′2-x′3. To retrieve
the new position and propagation direction of a particle in a nu-
merical light scattering simulation with homogeneous substrates
from such a pre-computed table, the reference system x′1-x′2-x′3
is first rotated such that the first coordinate direction becomes
aligned with ŝss(t). Then, by a cheap and completely arbitrary
table lookup, x̂xx′(t + ∆t)− x̂xx′(t) and ŝss′(t + ∆t) are obtained and
can be transformed into the absolute coordinate system to get
x̂xx(t +∆t) and ŝss(t +∆t). The new particle energy is calculated like
in stochastic Monte Carlo methods, i.e. êp(t +∆t) = e−cγa∆t êp(t).
Note that for anisotropic patches the stencil method has to be
generalized by introducing individual tables for different initial
directions ŝss(t). Moreover, in order to resolve the patch bound-
aries adequately, additional tables for smaller time steps are re-
quired. In this paper these issues are not further discussed and
only isotropic substrate structures are considered. For a detailed
description of the stencil method we refer to the literature [3, 4].

Multi-Scale Approach
While the stencil method is an efficient approach to compute

I(xxx,sss) in homogeneous substrates, the time step size ∆t has to
be chosen such that c∆t is small enough to properly resolve the
geometry of the substrate and the various patches. This can result
in extremely high computational costs. For example, large areas
of halftone prints consist of a relatively thin paper substrate with
a huge number of ink patches (dots). Obviously, resolving all
important details would require a very large number of particles
and tiny time steps.

Here, a multi-scale algorithm is devised, which allows to ef-
ficiently compute the statistics of the light reflected by and trans-
mitted through a large halftone sample. The algorithm is based
on the assumption that the sample can be represented adequately
by a periodically repeating, much smaller patch. If this assump-
tion is justified and one is only interested in the statistics of the
transmitted and reflected light, the computation of the particle
trajectories inside the paper can be omitted. The relevant infor-
mation for a particle entering the substrate with the propagation
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direction ŝss consists of its relative exit position r̂rr′ and its rela-
tive propagation direction ŝss′ as well as the times Tpaper and Tdot
spent within the substrate and the dots, respectively (see Fig. 7).
To obtain the required statistics, an a-priory Monte Carlo simula-
tion of a diffuse light source illuminating a small, but representa-
tive halftone patch is performed. Fig. 3 shows the homogeneous
isotropic light source at the top of the rectangular computational
domain with periodic boundary conditions at the side walls. An
example of a remission intensity pattern is shown in Fig. 4, where
the optical dot-gain effect can be observed.

Figure 3. Simulation setup for the multi-scale table generation.

Figure 4. Remission intensity at the paper surface with a statistically

representative dot pattern illuminated by a diffuse light source.

For this pre-processing step, the stencil method can be em-
ployed to further improve the computational efficiency. More-
over, surface effects are accounted for by reflecting a particle
with a probability consistent with Fresnel’s law [11]. Therefore,
a thin surface layer with a somewhat higher refractive index than
that of air (the refractive index inside the paper is assumed to be
the same as of air) is considered (see Fig. 5). At this point, a per-
fectly smooth planar surface is assumed. It is possible, however,
to account for more realistic surface normal direction distribu-
tions.

For each particle entering the paper, a new entry is cre-
ated in a multi-scale table corresponding to the incident an-
gle α = arccos(nnn · ŝss), where nnn is the unit normal vector at the
paper surface. The entry contains the relative separation vec-
tor rrr′ = ((x̂xxout − x̂xxin) · eee′1,(x̂xx

out − x̂xxin) · eee′2,0)T , the new rela-
tive propagation direction ŝss′ = (ŝssout · eee′1, ŝss

out · eee′2, ŝss
out · nnn)T , the

time Tpaper−Tdot spent inside the uncolored paper and the time
Tdot spent inside the colored paper. The unit vectors eee′1 =
(ŝ1, ŝ2,0)T /(ŝ2

1 + ŝ2
2)

0.5 and eee′2 = nnn× eee′1 are aligned with the
first and second coordinate directions of the local system. Ob-
viously, the size of the multi-scale tables grows, i.e. the statistics
improves, the longer the pre-processing simulation lasts. Note

backing
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n=1.53ink layer

reflectance
realistic

reflectance
simulated 
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θ

Figure 5. Numerical modeling of surface reflectance effects.

that in this form the algorithm relies on the assumption that the
halftone print is homogeneous and isotropic. Extensions, which
would require more tables, are not discussed in this paper.

For the specific light scattering simulations involving large,
homogeneous and possibly geometrically complex halftone sur-
faces, particles are tracked until their paths intersect with a sur-
face. To obtain the new state of a particle hitting the sur-
face at x̂xxin with propagation direction ŝssin, an arbitrary entry
{r̂rr′, ŝss′,Tpaper,Tdot} from the multi-scale table corresponding to
the incident angle α = arccos(nnnin · ŝssin) is selected. For the
duration Tpaper the particle falls asleep, before it awakes at
the new position x̂xxout = x̂xxin + r̂′1eee′1 + r̂′2eee′2 + r̂′3eee′3 with the new
propagation direction ŝssout = ŝ′1eee′1 + ŝ′2eee′2 + ŝ′3eee′3. Again, eee′1 =
(ŝin

1 , ŝin
2 ,0)T /(ŝin2

1 + ŝin2

2 )0.5, eee′2 = nnn× eee′1 and eee′3 = nnn are the unit
coordinate vectors of the local system.

The particle’s new energy becomes êout
p =

êin
p e−cTdot γadot−c(Tpaper−Tdot )γapaper , where γadot and γapaper are

the absorption coefficients of the colored and uncolored paper,
respectively. Note that these absorption coefficients vary for
different paper and ink and depend on the wavelength. Still,
the reflected and transmitted intensities can be computed for
different light spectra and for different dot colors without
redoing the simulation, if one can neglect the wavelength
dependence of the phase function, the surface reflectance and
the scattering coefficient. As an example, Fig. 6 shows the
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Figure 6. Normalized radial intensity profile of the light remitted from the

upper paper surface and detected by the sensor’s aperture.

computed distribution of the captured intensity from the paper
surface in an i1 device as a function of the radial distance from
the symmetry axis.

Simulation of Colorimetric Measurements
Generally, colorimetric assessments are based on re-

flectance measurements of small uniform color patches. In our
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Figure 7. Graphical representation of a multi-scale table entry.

considerations, reflection defines the process of optical radiation
being returned by a given medium without any change in wave-
length. Reflectance is the ratio of reflected to incident radiation
flux. The term factor is used when the collected radiation lies
within an isolated geometric cone of the covering hemisphere
[10]. From the spectral perspective, the visible region of ra-
diation is sampled at consecutive wavelength bandwidths ∆λi.
These bandwidths are determined by the used monochromator
with its application geometry and need not to be equally broad
over the sampled spectrum.

By definition, the reflectance factor is the ratio of the radiant
flux actually reflected by a sample surface to that which would
be reflected into the same reflected-beam geometry by an ideal
(lossless) perfectly diffuse (lambertian) standard surface irradi-
ated in exactly the same way as the sample [9]. Most common
reflectometers or spectrophotometers use a (45/0◦) - observing
condition as recommended by CIE. Usually, the illumination unit
of typical hand-held instruments consists of a cone-shaped glass
illuminated by up to three different unpolarized light sources.
This setup produces a fairly uniform conical illumination con-
dition, which helps to simplify the radiometric relations and to
diminish the measurement dependencies on the sample orienta-
tion. In order to refer to both geometries of illumination and
observation, the term biconical is introduced. In detail, the col-
orimetric quantity of interest is called the biconical spectral re-
flectance factor or short reflectance R(λ) [9]. In accordance with
the conservation of energy, reflectance is expressed either as per-
centage (0− 100%) or as a factor (0.0− 1.0). A reproducibility
of ±0.5−1% in the reflectance is considered sufficient for most
applications.

The irradiance incident on the sample I0(λ) while measur-
ing is unknown. Hence, and in accordance to its definition above,
the reflectance R(λ) is proportional to the readout of the object’s
returned radiance I(λ) relative to the readout ID(λ) from an iden-
tically illuminated perfectly reflecting diffuser. Since the inten-
sity of the light source varies additionally over the life time of
the source, the above definition implies having such a diffuser
available at hand with a constant reflectance distribution over the
considered beam geometries. In practice, the perfectly reflecting
diffuser is replaced, however, by a calibrated white standard con-
sisting e.g. of a coated and painted metallic plate. Its traceable re-
flectance RD(λ) allows to determine the spectral calibration fac-
tor C(λ) required to scale the spectral readouts, which is usually
done automatically by the instrument after calibration. Accord-
ingly, in order to compare our calculations with measurements,
we transform our radiance calculations I(λ) into predictions of
reflectance measurements R(λ) using the scaling equation

R(λ) =
π

Ωi Ωr
C(λ) I(λ) (4)

with the calibration scaling factor C(λ) = RD(λ)/ID(λ) and the
solid angles of incidence and reflection, Ωi and Ωr, respectively.
Obviously, in a standard simulation setup, the calibration factor
C(λ) equals to the reciprocal of the number of simulation parti-
cles incident on the sample.

Results
Here, it is demonstrated that our simulation framework is

capable of capturing the different device geometries and can
properly account for the optical characteristics of the employed
paper substrate. Therefore, comparative macroscopic and mi-
croscopic studies of the reflectance spectra from halftone and
solid patches printed on sheet feed offset papers with an average
thickness of 0.142mm were performed. First, the illumination
and capturing geometries of the employed instruments, i.e. an i1
device and a combination of a high-end Leica microscope with
spectrophotometer, were determined. A sketch of the geometry
representative for both devices is depicted in Fig. 2 and Table 1
shows the individual geometrical parameters. At the top of Fig. 2
one can see the ring-shaped light source with the detector at the
center, and at the bottom one finds the paper as a light scattering
substrate. The arrows indicate incident (white), reflected (gray
and red) and gonna-be-detected (red) particles. At this point,
only unpolarized light is considered.

Table 1: Geometry parameters of both instruments according
to Fig. 2 (all in mm).

instrument a b c d e f
i1 6 3.5 2.15 2.35 5.7 5.7

microscope 7 3 1.125 1 4.5 2.55

Model Calibration
In order to determine the paper’s optical characteristics, the

paper was simply modeled as a scattering and absorbing bulk
with a refractive index of 1 covered by an ink/coating layer with
a refractive index of 1.53 [5] (see Fig. 5). Based on a micro-
scopic section analyses of the printed paper (as proposed in [6]),
the average ink penetration depth was determined to be approxi-
matively 10% of the paper thickness.

To estimate the relevant optical parameters, the absorption
and scattering cross sections were calibrated based on micro-
scopic measurements using the method presented in [7]. By as-
suming a non-scattering ink layer and by fixing the refractive
indices, the number of required degrees of freedom for the op-
timization process could be reduced from eight to three. To es-
timate the absorption and scattering coefficients, two reflectance
measurements of the pure paper without ink on black and white
backings were performed. The obtained coefficients of the pure
paper are kept constant during the subsequent simulation with
uniform ink coating to estimate the ink absorption coefficient.
These three calibration simulations are also based on reflectance
measurements of the black and white backings, for which the mi-
croscope setup was used. With this calibration procedure based
on solid patches it was possible to determine the required optical
coefficients for computational investigations of halftone patches
with different ink coverage.

Prediction Results
The set of derived absorption and scattering coefficients was

used together with the multi-scale simulation framework to pre-
dict i1 reflectance measurements. Therefore, pure paper with-

28 ©2008 Society for Imaging Science and Technology



out ink and magenta halftone patches with different ink coverage
were considered. In all cases a black backing was employed.
To characterize the dot patterns of representative, periodically
repeating patches required for the simulations to generate the
multi-scale tables, the average dot diameters and the dot density
was determined with the microscope. To account for the differ-
ent halftone samples, only the dot diameters were varied. For
the simulations, simplified cylindrical dot shapes with a penetra-
tion depth equal to 10% of the paper thickness were used. For
the reflectance studies presented here, the influence of possible
brightening additives in the paper [8] was avoided and only two
wavelengths of 550nm and 580nm were considered (see Fig. 1).

As shown in Figs. 8, 9, 10 and 11 the computational predic-
tions demonstrate reasonable agreement with the corresponding
measurements for both devices and for the whole ink coverage
range.
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Figure 8. Numerical predictions and measurements for the microscope

setup.
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Figure 9. Numerical predictions and measurements for the i1 device.
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Figure 10. Numerical predictions and measurements for the microscope

setup.

The results in figure Fig. 12 demonstrate the influence of the
scattering coefficients on the numerical predictions. Increasing
the scattering coefficient by a factor of ten results in a higher
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Figure 11. Numerical predictions and measurements for the i1 device.

reflectance with hardly any dot gain, i.e. the measured intensity
is almost a linear function of the ink coverage (upper dashed, red
curve. A ten times lower scattering coefficient, on the other hand,
leads to a weaker reflectance (lower dashed, cyan curve).
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Figure 12. Comparison between the measurements and the numerical

results with different scattering coefficients.

Conclusion
A new Monte Carlo based multi-scale method for light scat-

tering simulations with large, homogeneous halftone patches is
devised. The algorithm is very efficient and current results are in
excellent agreement with the corresponding measurements. This
is promising for future predictions of device dependent measure-
ments, e.g. the multi-scale algorithm allows to predict the cor-
rect optical dot gain and geometry induced deviations between
different spectral measuring devices. Eventually, this capability
will allow us to convert the results from one device to another.
In its current form, the multi-scale algorithm can be employed to
investigate isotropic dot patterns only. Moreover, realistic paper
surface normal distributions are not implemented yet and no flu-
orescence effects are considered. Corresponding extensions are
planned in the near future.

Acknowledgments
This project was partly supported by the Swiss Innovation

Promotion Agency (grant KTI/CTI 8804.1 PFES-ES).

References
[1] A. Ishimaru. Wave Propagation and Scattering in Random Media,

volume I & II. Academic Press, 1978.
[2] L. Wang, J. L. Jacques, and L. Zheng. MCML - monte carlo model-

ing of photon transport in multi-layered tissues. Computer Methods
and Programs in Biomedicine, 47:131–146, 1995.
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method for studying ink penetration of a print. Nodic Pulp and Paper
Research Journal, 20:423–429, 2005.

[7] S. Mourad. Improved calibration of optical characteristics of paper
by an adapted paper-MTF model. Journal of Imaging Science and
Technology, 51(4):283–292, July/August 2007.

[8] S. Mourad. Color predicting model for electrophotographic prints on
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